UFR IM2AG M2 MSIAM 2023-24

TD 1 - Temporal point processes
Poisson process - Correction

1 Basic exercises

Exercise 1. Let 7 be a positive continuous random variable.

Step 1. Assume that T ~ &(A). Its cumulative distribution function is F(r) = 1 — e~ and its
survival function is F(r) = e~*'. By definition of conditional probability, P(T >t +s|T > 1) =
F(t+s)/F(t). Hence, it suffices to check that

Fli+s) et

20 = = = F(s).

Step 2. Assume that 7" has the memoryless property and denote F its survival function. Using again
the fact that P(T >rt+s|T >t) = F(t +s)/F(t) we get that the memoryless property is equivalent
to the exponentiation identity:

Vi,s >0, F(t+s)=F()F(s).

Then, it is basic functional analysis to know that all continuous functions satisfying the exponentiation
identity are of the form F(z) = /', u € R. Since F is a survival function, it satisfies F(t) — 0 as
t — +oo so that i must be negative. Writing A = —p, we have F(r) = ¢~ *, that is the survival
function of the distribution & (1).

We conclude by using the fact that the survival function (like the cumulative distribution function)
characterizes the distribution of a random variable.

Exercise 2. Let T be a positive random variable with density. Let f denote its density, F its survival
function and ¢ its hazard rate.

Step 1. Assume that T ~ &(A). Then, we have f(1) = Ae *, F(t) = ¢ * and

q(OZ%:l

forallr > 0.

Step 2. Assume that g(t) = A for all # > 0. Hence, the density satisfies f(t) = AF(¢) and is in
particular continuous on R . In turn, the fundamental Theorem of calculus states that Fis ¢! and

that 7' (1) = — f(¢) for all £ > 0. Then, for all > 0, we have

/
t

F(t)

~

~—

—(InF)(t) = ——=2 = A.

Hence InF is the primitive of —A with the initial condition that In F(0) = 0. Hence, F (1) = exp(—At)
and we conclude because the survival function characterizes the distribution.



Exercise 3. Without loss of generality, let us restrict the study to one day, that is the interval [0,24)
expressed in hours. Let us denote N the non homogeneous Poisson process studied in this exercise.

1. The intensity function is
1, ifre[0,8]U[20,24),

At) =
(®) {2, else.
2. It is the probability that Ny = 0. Since N; ~ (1), we have P(N; =0) = e~ !,

3. It is the probability
P(N|4—N|3 :2‘N9—Ng :4).

Since [8,9) and [13, 14) are disjoint, the two random variables above are independent so that

2

56’_2 —2¢72,

P(Nyy—Ni3 = 2|N9—Ng =4)=P(Niy—N;3=2)=

4. It is the probability
P(Nio—Ng =5|Ng—Ng =4) =P (Njg—Nog=1|Ng—Ng =4).

Since [8,9) and [9, 10) are disjoint, the two random variables above are independent so that

2 _ _
P(NlO_NQZ1’N9_N8:4):]P)<N10—N9:I)IFe 2:26 2_

5. Itis the probability

P (N14 —Ni3 = 0,Ny — Ng = 10)

P (N4 —Niz =0|Ny —Ng = 10) = IP(Npyo — Ng = 10)

Let us denote A = [8,13) U[14,20).
On the one hand,

P(N14 —Ni3=0,N)o—Ng = 10) = P(NM —Nij3 = O,N(A) = 10) .

Since [13,14) and A are disjoint, the two random variables above are independent so that (re-
mark that the cumulative intensity on the set A is 2 x 11 = 22)

2219 _p_ 22 ~24.

]P(N14—N13 = O,N(A) = 10) :P(N14—N13 = O)P(N(A) = 10) —e 2 x We = We

On the other hand, P (Nyg — Ng = 10) = %6_24.

Finally, one gets P (N4 — Ni3 = 0| Nag — Ng = 10) = (22/24)'0 = (11/12)'°. Remark that it
is the probability that a binomial % (10,1/12) random variable has value 0. This is consistent
with the fact that conditionally on Ny — Ng = 10, those ten points are uniformly distributed
inside the time interval [8,20).



6. It is the probability

1
P (N7 — No = k,Ns — Ny = 1 —k,Ng — Ng = k
P(No— Ny = 1[Ny — Ng = 1) = Ze=oE V1 =6 =k, Ny =y Mo —Ns =),

P(Ng—Ng=1)
On the one hand, for k = 0,1, we have
2k 2l=k 2k 2¢7%, k=0
P(N7—Ng=k,Ns—N;=1—k,Ng—Ng=k) = ——————¢ 0= ’

On the other hand, P (Ng — Ng = 1) = 4e~*. Finally, one gets P(Ng —N7 =2|Ng —Ng = 1) =
3,-2
Ee .

Exercise 4. Let N be a non homogeneous Poisson process with intensity A (z).

1. Assume that A(¢) = 0 on [s,u]. In particular, [;'A(¢)dt = 0. Hence, by definition of the Poisson
process, N([s,u]) ~ Z(0). Yet, the Poisson distribution with parameter 0 is the Dirac mass at
0 by convention. In turn, it means that N([s,u]) = 0 almost surely.

2. Lett > 0 such that A is right continuous at z. Let 2 > 0 and denote w;, = tt+h/”L(u)du. Since
A is right continuous at 7, it is easy to prove that y, ~j_,o+ A(f)h. Then, by definition of the
Poisson process,

PNyt 1) > 1) = 1 — e 8 = g, + o) ~s0r A1)
Remark: we also have P (N([t,t +h]) = 1) = wpe ™~ _ o+ A(t)h.

2 Intermediate exercises

Exercise 5. See the Julia notebook.
Exercise 6. See the Julia notebook.
Exercise 7. See the Julia notebook.

Exercise 8. Let N = {7} < --- < T; < ...} be a Poisson process with intensity A > 0. Let n € N*,
O0<n<--<t,<tyy1 =T and hy,...,h, > 0 such that t;, + Iy < t511.

1. We have

< <n+h<tpr<--<t,<T,<th+hy}
= {Ntl = Oulvtl-i-hl _]th = 17"-7Ntn _Ntn71+hn,1 = O,Mn+hn _Nt,, = 1} .

2. Thanks to the previous question and using the independence property of the Poisson process,
wecompute P(r) <T1 <tj+h <t <...T, <t,+h,) as

P(Nyy =0,Nyipy, =Ny =1,...,N,, =Ny, , = O,Ny s, — N, = 1)
PNy =0)x - xP(Nyqp, =N, = 1)
e M s Ahje ™M x oo x Ahye M = ATy L e Mt
Hence,
Ph<h<ty+h <t <..T,<t,+hy)

R Ane—/'ttn
hy...h, iy hn—0
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3. As claimed in the exercise, we assume that the previous question implies that (7i,...,7,) ad-

mits the density f(z1,...,t,) = A"e~*n_ By definition of the inter event intervals, we have
(S1,...,8,) =N, I» —T1,...,T, — T,_1). In other words, they are obtained through the bi-
jective change of variables g(t1,...,t,) = (t1,t» —t1,...,t, —t,—1). The Jacobian matrix of g
is

1 0 .. 0

-1 1 0 0

0 -1 1 ,

o ... 0 —-11
and so its determinant equals 1. In turn, it means that the density of (Si,...,S,) is

f(517--~75n) (5‘1, .. 7S}’l) — lne_Zi:LS‘i_

We recognize the product of the density of the & (1) distribution and so the desired result
follows.

Exercise 9. Let (S,),>1 be a sequence of i.i.d. r.v. distributed according to & (A ). Denote T, = Zfi 1 Si
and N = {T,,,n € N} the associated point process.

1. By assumption, we know that the density of (Si,...,S,) is

f(Sh...,Sn) (Sl youe ,Sn) = Aneizizlsh

It suffices then to follow the same lines as Exercise [§] Question [3| using the inverse of g as a
change of variable.

2. Let0 < s <randk,/ € N. We have
{Ny=k,N,—N;=0}={T1 <+ < <5 <Tpy1 <+ < Ty < t}.
3. Thanks to the previous question, we have
P(Nyg=k,N,—N;=/0) = P(T1 <+ < <s<Thy1 <+ <Tpyy <t <Tpaps1)

_ k+0+1 —At

= //’L e T 0y <o <s<ty g <<ty <t<tig 1 A0 -+ - Algpg
_ k+0 —At

= //1 e o<y <<<s<ty<<t<tdil ... dii g

= M (zkz—D (M y ;!S)E) .

We recognize the product of the probability mass functions of & (A4s) and Z(A(t —s)) and so
the desired result follows.

Exercise 10. Let N be a non homogeneous Poisson process with right continuous intensity A(z) on
[0,7]. Denote A(t) = [§ A(s)ds.

1. Following the lines of Exercise 8, we have

P(Nr=ntn <Th<ti+h <tr<..T,<ty+hy,)
= PNy, =0,Nyn,—Ny=1,....N,, =Ny, 41, , = O0,Nyy i, —Niy = 1L,Np — N, 1y, = 0)
= e M) % (A(t1 4+ hy) — Aty))e~ MaHm=A@)) 5Ly o= (MT)=Altathn))

_T (A(ti+ hi) — A5;))e ™M),
i=1



Using the fact that A is right continuous, it is easy to check that foralli = 1,...,n, (A(t; +h;) —
A(t;))/hi — A(t;) as h; — 0. In turn, it implies that

P(Nr=nt <1 <ti+h <tr<..T,<ty+hy) ‘ﬁ)t(r)e_A(T) 0
; )

7
hy...h, By hg—0 2

2. Since N is a Poisson process, we have P (Ny = n) = A(T)"/nle~T)_ Then, by the definition
of the conditional probability, we get

P(ty<Ty <tj+h <ty <...T, <t,+hy|Nr =n) T Alr)e ™™D n'ﬁf(t-)
hi...h, hiye by —0 A(T)”/n!e*A(T) o 'i=1 v

Exercise 11. Let N' and N? be two independent Poisson processes with intensities A!(¢) and A% (¢).
Let N, = N} 4+ N2, Ai(t) = 3 Al(s)ds, fori = 1,2, and A(t) = Al (t) + A2(1).

1. Let 0 < s < tand k,/ € N. Let us denote Aés,t) = Ai(t) — Ai(s) for i = 1,2. We have

k /
P(Ny=kN;—N;=¢0) = Y Y P(N/ =k ,N}=k—k,N/ =N} =0;,N} —N; =(—1,)
k1=0¢,=0

- EEC) ()

K=06,=0
VY 20yt
(AT A ) (AT e
61! (E—fl)!

— (%kzk: (;)Al(s)klAZ(s)k—lq) e—A(s)

1=0
X 1 f € A 1( t)glAz(s t)g—gl e—(/\(;)_/\(s))
g' 61 ’ ’

£1=0

k _ ¢
_ A}(j) oA o (A1) K'A(S)) o~ (A()—A(s))

2. We recognize the product of the probability mass functions of &?(A(s)) and Z(A(t) — A(s))
and so the desired result follows.

Exercise 12. Let N be a Poisson process with rate A and p €]0,1[. Let (g,), be a sequence of i.i.d.
random variables distributed as % (p) which is furthermore independent of N. Let

NO:{EGNyelZO} andN]:{'TleN’glzl}

1. Lett >0, k,/ € N and denote n = k4 £. It is clear that {N° = k,N! = ¢} implies that N, = n.
More precisely, we have

n
{N? =k,N! =0} = {N; =n, Y & =1}
i=1

Hence,

n n
P (N =k,N} =) :P<N,:n,28,-:€> :IP’(N,:n)IP’<Z£,-:€>,
i=1

5



by independence between (&;); and N. Since the &’s are i.i.d. and Z(p), we know that Y7 | &
is binomial distributed so that

P (NO k, Nl _ E) (A’t)ne—/lt x (Z)p/(l _p)k _ [A(l _p)]ke—l(l—p)t « (A‘_p)ge—lpl.

n! k! {!

We recognize the product of the probability mass functions of &?((1 — p)Ar) and & (pAt) and
so the desired result follows.

3 Advanced exercises

Exercise 13. Let N be a Poisson mixture with random rate 4 (with distribution P).

k
P(N, = k) = A %e—mdﬁ(x).

1. Since everything is non negative, we can apply Fubini Theorem without verifying any integra-
bility condition. It gives

M]:ZkP(Nt /
k=0 ¥

which is the desired result.

k A
e_ td

—’“dP (A)= A AtdP(A)

2. Following the same ideas, we have

E[N] = ZkZP (N, = / At Zk —“dp(/l)
k=0
Then, we use the fact that k((’}(?;; = M((/}Q;!z + ((M)k)l to get

E [N = A (A1) +aedP(A) =E [2%] 2+ E[A] 1

< < )
Then, we use the facts that Var(N;) = E[N?] —E [N;]* and Var(1) = E [lz} —E [l} to get

the desired equality. The inequality is trivial since Var(l)t2 > 0. Finally, the equality case
corresponds to the case when ¢ = 0 or Var(l) 0, that is A is a.s. constant.

Exercise 14. Hints:

* The value of X; when N; = 0 is not explicitly defined in the exercise statement.

* A nice way to represent X; is for instance X; = :[:0( " 1Y) 1n,—,. How to use this idea for

X7
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