
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Chair:   Optimization  &  Learning 

Collaborations 

International collaborations:  
• Yurii Nesterov (Louvain-la-Neuve, Belgium) 
• Zaid Harchaoui (Univ. Washington, US) 

Collaborations with companies: ST Microelectronics, Criteo 
with other MIAI chairs: towards more data efficiency (Julien Mairal) & ML 

for materials (Massih Amini) & stats by convex optimization (Anatoli Juditsky)  

 

 

  

Last-iterate convergence for min-max problems:  
explore aggressively and update conservatively 

Federated Learning with Heterogeneous Users:  
A Superquantile/CVaR Approach 

Adaptive Sparsification of Communications  
in Distributed Optimization  

. 

Jérôme MALICK (jerome.malick@univ-grenoble-alpes.fr)   with  a group of 4 researchers and 4 phd students 

Multi-agent Online Optimization with Delays 
Asynchronicity and Adaptivity 

Publications 
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High throughput electron microscopy and X-ray 
characterization à automated on-the-fly data 
analysis for nanostructure determination 

Scientific challenge: guide the scientist towards the 
choice of models & crystal structures 

ML strategy & challenges: Self-training and 
learning associations between examples and 
heterogeneous outputs 

- Multi-task learning classification & regression 

- Semi-supervised learning 

 

 More efficient transport systems à develop data-
driven metallic alloy design 

Scientific challenge: develop high throughput alloy 
synthesis and characterization, physical model 
reduction and alloy optimization in multi-
dimensional design space 

ML strategy & challenges: Multi-view learning with 
heterogeneous and missing views 

- Microstructure descriptors suited to complex 
mechanical properties 

- Model reduction and integration in alloy design 
strategy 

- Multiview learning 

 

M.R. Amini (LIG), A. 
Deschamps (SIMAP), J.L. 
Parouty (SIMAP) 

PhDs: P. Guérin (Constellium), 
T. Perrin (Safran), A. 
Majumdar (ESRF), post doc A. 
Ksibi (ArcelorMittal) 

 

With at least 2 members of the chair – over the last 2 years 

• NeurIPS x6  --  ICML x6 

• ICLR x2  -- COLT x3 

• JMLR -- MLR 

• Maths of OR, Math Programming x3 

• SIAM journals: optimization, matrix analysis, data science 

• AiStats, CDCx2 

• IEEE Trans on Signal Processing 
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Figure 1: Illustration of the considered setup: a network of agents collaborate to minimize the total
regret. We do not put any restriction on how the feedback is actually communicated.
This can for example be done either through a coordinator-worker structure (left) or a
decentralized open network (right).

takes time (e.g., due to gradient computations); and iii) communication delays that arise in network
setups where multiple workers share first-order information among themselves.

To express this formally, we write [t] B {1, . . . , t} and we write Si,t ✓ [t � 1] for the set of
gradient timestamps that are available to agent i at time t; in other words, at time t, the i-th agent
only has {gs : s 2 Si,t } at their disposal. Clearly, at each stage t = 1, 2, . . . , the active agent i(t) can
only compute xt based on {gs : s 2 Si(t),t }, i.e., the set of subgradients available for it at time t. This
quantity is of utmost importance in our framework, so we also define

St = Si(t),t and Ut = [t � 1] \ St (2)

for the set of timestamps that are available (resp. unavailable) to the active agent at time t.
In a slight abuse of terminology, we will refer to both (Si,t )t2[T ] and (St )t2[T ] as feedback se-

quences although, strictly speaking, they only contain the timestamps of the corresponding feedback.
Clearly, the non-delayed setting corresponds to the case St = Si,t = [t � 1] and Ut = ú.

2.2 Main Challenges: Non-Monotonicity of Feedback Sequence and Lack of Synchronization

We now highlight two prominent features of our asynchronous online optimization framework that
distinguish it from the large corpus of literature on single-agent online learning with delays. First,
from the point of view of any single agent i, the feedback sequence (Si,t )t2[T ] is non-decreasing
by definition, i.e., Si,t ✓ Si,t+1 for all t = 1, 2, . . . . However, this may not be the case for the
active feedback sequence (St )t2[T ] which is in general non-monotone. In fact, due to communication
delays, the same element of feedback may not arrive at each node at the same time. Thus, as the
active agent di�ers from one time slot to another, a timestamp contained in St may not belong to
St+1 (see Figure 2 for an illustration). This leads to the first challenge we seek to overcome:

Challenge I. Design learning algorithms capable of handling non-monotone feedback sequences.

Remark. We stress here that this issue is inextricably tied to the multi-agent character of our model.
In the single-agent case, St is de facto monotone, so this problem does not arise.

Second, in our model the agents only communicate when they exchange the received feedback.
Without additional coordination, the network does not maintain any global information about the
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On federated learning: compression and heterogeneity

Contribution #1: sparsification communications

Communication is the bottleneck �!�!�! use compression (see e.g. review paper [Kairouz et al. ’20])
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automatic

compression
adaptative  

compression

Our contribution: complementary compression by nonsmooth regularization (R = k · k1,TV, ...)

Observation: nonsmooth regularization gives automatic model compression

E.g. for R=k · k1, model becomes sparse... just communicate nonzero entries!

[Grishchenko, Iutzeler, M., Amini ’20] uses it for update compression

E.g. for R=k · k1, communicate current nonzero entries + random entries
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