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Abstract. This article revolves around shape and topology optimization, in the applicative context where
the objective and constraint functionals depend on the solution to a physical boundary value problem posed

on the optimized domain. We introduce a novel numerical framework based on modern concepts from

computational geometry, optimal transport and numerical analysis. Its pivotal feature is a representation
of the optimized shape by the cells of an adapted version of a Laguerre diagram. Although such objects

are originally described by a collection of seed points and weights, recent results from optimal transport

theory suggest a more intuitive parametrization in terms of the seed points and measures of the associated
cells. The discrete polygonal mesh of the shape induced by this diagram is a convenient support for the

deployment of the Virtual Element Method for the numerical solution of the boundary value problem
characterizing the physics at play and for the evaluation of the functionals of the domain involved in the

optimization problem. The sensitivities of the latter are derived next; at first, we calculate their derivatives

with respect to the positions of the vertices of the Laguerre diagram by shape calculus techniques; a suitable
adjoint methodology is then developed to express them in terms of the seed points and cell measures of the

diagram. The evolution of the shape through the optimization process is realized by first updating the design

variables according to these sensitivities and then reconstructing the diagram thanks to efficient algorithms
from computational geometry. Our shape and topology optimization strategy is versatile: it can be applied

to a whole gammut of physical situations (such as thermal and structural mechanics) and optimal design

settings (including single- and multi-phase problems). It is Lagrangian and body-fitted by essence, and it
thereby benefits from all the assets of an explicit, meshed representation of the shape at each stage of the

process. Yet, it naturally handles dramatic motions of the optimized shape, including topological changes,

in a very robust fashion. These features, among others, are illustrated by a series of 2d numerical examples.
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1. Introduction and related works

Since the early implementations of optimal design, the identification of a means to represent the shape
Ω ⊂ Rd (d = 2 or 3 in practice) which is amenable to all the operations of the numerical resolution has been
a recurring issue – especially when physical applications are addressed, where the behavior of the optimized
shape is modeled by boundary value problems, such as the conductivity or the linear elasticity equations.
It is indeed notoriously difficult to reconcile accurate simulations of these boundary value problems with
a robust description of the evolution of Ω through the optimization process. The historical “Lagrangian”
approaches for shape optimization hinge on a (simplicial) mesh of Ω which is updated between the iterations
of the workflow; while this representation naturally offers a convenient support for mechanical computations
via the Finite Element Method, it makes it difficult to track the deformations of Ω in a robust way, especially
when they include topological changes [85, 100]. More recent solutions to carry out this thorny evolution
operation resort to implicit, Eulerian representations of the shape Ω. The most popular practice in this
category is certainly to use the level set method [8, 96, 111, 125]. The latter brings into play a fixed mesh T
of a large “hold-all” domain D: the optimized design Ω ⊂ D is encoded into a so-called “level set function”
φ : D → R, discretized on T in practice, which is negative (resp. positive) inside Ω (resp. inside D \ Ω).
Arbitrary updates of Ω are accounted for via “simple” updates of φ – for instance, small deformations of the
boundary ∂Ω translate into an advection or a Hamilton-Jacobi equation for φ. Unfortunately, this flexibility
has a price: since no mesh of the shape Ω is available, physical boundary value problems posed on Ω have to
be replaced by approximate counterparts, posed on the total domain D, which are solved on the fixed mesh
T . This practice often leverages a fictitious domain method, such as the ersatz material approximation in
structural mechanics, see e.g. [3]; in any event, it results in an inaccurate numerical solution. The main
competing Eulerian strategy for optimal design, the so-called phase-field method, shares fairly similar spirit,
assets and drawbacks [22, 26, 121]. On the extreme side of this line of thinking, density-based topology
optimization methods [17], such as the popular Solid Isotropic Material with Penalization (SIMP) method
in structural mechanics (see also [25] about artificial porosity methods in the context of fluid mechanics),
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downright relax the optimal design problem in terms of a “blurred” version ρ of the characteristic function
of the optimized design, defined on (the mesh T of) D and taking values in the interval [0, 1]. Intuitively, ρ
encodes the “local density” of material: regions where ρ(x) ≡ 1 (resp. ρ(x) ≡ 0) are full (resp. devoid) of
material and the intermediate values ρ(x) ∈ (0, 1) represent regions filled by a microscopic arrangement of
material and void in proportions ρ(x) and (1− ρ(x)). The physical problem under scrutiny is approximated
and reformulated to accommodate such a description of the design, notably by endowing regions where ρ
takes intermediate values with fictitious material properties. Last but not least, and without entering into
details, let us eventually mention that several of the aforementioned approaches have been combined, see
e.g. [4, 5, 6] for a concurrent use of the level set method with simplicial remeshing algorithms, or [35] for a
quite sophisticated Lagrangian method using remeshing.

The present article introduces a novel framework for shape and topology optimization which is based on
concepts and techniques from computational geometry and optimal transport. This construction elaborates
on the previous work [80] of one of the authors, taking place in the context of computational fluid dynamics,
and on its recent applications [74, 91, 92] in the field of cosmology, see also [43] about related ideas. The
cornerstone of our strategy is a representation of the optimized shape Ω by the cells of a (modified version of a)
Laguerre diagram, a generalization of the well-known notion of Voronoi diagram in computational geometry
[14, 24]. Although the natural definition of such objects involves a collection s = {s1, . . . , sN} ∈ RdN of seed
points and associated weights ψ = {ψ1, . . . , ψN} ∈ RN , we leverage recent results from optimal transport
theory to parametrize them by the seed points s and the measures ν = {ν1, . . . , νN} ∈ RN of the associated
cells. In the present applications, the shape Ω is iteratively optimized with respect to an objective and
constraint functions J(Ω) and G(Ω). Their evaluation and that of their derivatives, which in turn determine
the velocity field governing the evolution of Ω through the process, raise the need to solve one or several
boundary value problems posed on Ω; this is a major additional difficulty with respect to the aforementioned
works [80, 74, 91, 92], where heuristic simplifications made it possible to express the velocity field for Ω in
terms of geometric quantities of the diagram only. In order to solve these boundary value problems, we
take advantage of the tessellation of Ω into convex polytopes induced by its diagram representation; this
offers a convenient support for the use of the Virtual Element Method – a recent variant of the classical
Finite Element Method adapted to polygonal meshes, see e.g. [12]. The calculation of the sensitivities of the
optimization criteria J(Ω) and G(Ω) with respect to the seed points s and cell measures ν of the diagram
is realized in two steps: we first apply shape calculus techniques to compute their sensitivities with respect
to the vertices of the diagram and we next employ a suitable adjoint method to reformulate them in terms
of s and ν. A descent direction for the optimization problem is then inferred from this information, and
the parameters s and ν of the Laguerre diagram for Ω are updated; the new diagram associated to the
resulting seed points and weights is generated, revealing the next iterate of the shape Ω. This strategy is
Lagrangian by nature since the evolution of Ω is realized by tracking the motion of the defining seed points;
it consistently features an exact, body-fitted description of the shape Ω. In the meantime, it leaves the
room for a robust account of dramatic deformations between iterations, including topological changes: the
deformations of (the mesh of) Ω are never tracked explicitly; rather, the shape is rediscovered after each
iteration, once the defining Laguerre diagram has been calculated anew.

As reflected by the previous discussion, one originality of our approach is that it leverages recent concepts
and techniques pertaining to quite different fields: shapes are represented via Laguerre diagrams, a notion
from computational geometry and optimal transport; the Virtual Element Method from numerical analysis
is used for the solution of the physical boundary value problems at play on polygonal meshes; eventually,
fine techniques from shape and topology optimization are used to orchestrate the optimal design process.

To the best of our knowledge, the present work is the first one using all these ingredients together even
though, admittedly some of them have already been combined in the literature. Voronoi-like diagrams,
polygonal meshes, and numerical methods dedicated to this type of structures have been considered in
the perspective of optimal design or more generally interface motion tracking, as we now briefly overview,
without exhaustivity. In [58], the cells of a Voronoi diagram are used to represent the many individual
entities of a granular medium. The collection is subjected to the viscous, elastic and contact forces between
cells, which are modeled by a finite-dimensional system of ordinary differential equations. The contributions
[118, 119] arise in the field of fluid dynamics; the 2d polygonal mesh induced by a Voronoi diagram is used
as computational support for the finite volume calculations involved in the simulation of the flow, notably
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for the reconstruction of the fluxes at the interface between cells. Although this discretization is not fitted
with the surface of the fluid, the defining seed points evolve according to the flow velocity. A high-order
version of this strategy was proposed in [56], see also [49] for another contribution in this setting. Still in the
context of fluid mechanics, the article [43] associates a Laguerre diagram to a collection of fluid particles;
its weights are adjusted to take into account the compressibility or incompressibility of the fluid. A simple,
approximate numerical solver based on discrete differential operators allows to compute the velocity of the
fluid. This framework has been recently revisited in [103], where entropy-regularized transport plans are
used to ease the calculation of the Laguerre cell attached to each particle. It can be adapted to the case of
free surfaces, owing to a modified version of this entropy-regularized optimal transport formulation and of
the Sinkhorn algorithm used to calculate the transport plan. Voronoi diagrams appear more systematically
as the pivotal ingredient of the so-called Voronoi Implicit Interface Method introduced in [108, 109], see
also [129] for a mathematical analysis in the context of multiphase motion driven by curvature. Briefly, a
partition of a fixed domain into multiple phases is represented via the Voronoi diagram generated by a set
of seed objects (and not mere seed points). The evolution of these phases is achieved by first calculating the
domains induced by the ε-offset of the collection of edges (in 2d) or faces (in 3d) of the diagram, then by
realizing their evolution via the “classical” level set method. The updated collection of phases is retrieved as
the Voronoi diagram of the resulting objects. Beyond the field of computational physics, Voronoi diagrams
have inspired popular formats for shapes in applicative disciplines such as computer graphics, see e.g. the
article [2] where the motion of a shape is tracked by introducing a clipped Voronoi tessellation of a template
shape, whose cells are rigidly deformed to match a target.

Closer to the setting of the present article, the specific features of Voronoi diagrams have inspired various
original representations of the shape in optimal design. The recent contribution [51] is dedicated to trusses,
i.e. networks of bars. The considered structures are represented by the edges of a Voronoi diagram contained
in a fixed “hold-all” domain D ⊂ Rd; when it comes to calculating their elastic behavior, a density function
ρ : D → [0, 1] is generated, featuring a continuous interpolation between the value 1 inside the bars and that
0 in void. This function is parametrized by the seed points of the diagram, and the optimal design problem
is solved in terms of these variables. A quite similar strategy is used in the article [77], dealing with the
optimization of foams.

The use of a polygonal computational mesh of the shape Ω or a larger hold-all domain D is not extraneous
to the field of shape and topology optimization, either. For instance, the contributions [122, 11, 33] rely on a
density topology optimization method, where the hold-all domain D is equipped with a fixed polygonal mesh
serving as the support for all the mechanical computations of the workflow, which are performed by means
of the Virtual Element Method. The added value of the use of the Virtual Element Method on a general
polygonal mesh with respect to the more classical practice of the Finite Element Method on a simplicial
mesh hinges on its reported superior stability properties. To the best of our knowledge, only a few recent
contributions leverage the greater flexibility of general polygonal meshes over simplicial meshes to propose
shape and topology optimization methods featuring a body-fitted discretization of the optimized shape. In
[89, 90], the authors rely on the level set method; a level set function φ : D → R for the shape Ω is defined
on a fixed hexahedral mesh of the computational domain D and at each iteration, the 0 isosurface of φ is
explicitly discretized in this mesh, thus revealing a polygonal mesh of the shape. Mechanical computations
are performed on this computational support for Ω thanks to a moving least-square approximation, which
allows to calculate the shape derivative of the minimized function of the domain. A similar strategy is used
in [54], where a polygonal mesh of the computational domain D is used and the level set function φ : D → R
for the shape Ω is represented as a discontinuous Finite Element function. Again, at each iteration of the
process, the 0 level set of φ for the shape Ω is explicitly discretized in the mesh of D, which results in
a new, non conforming polygonal mesh of the latter, on which Finite Element analyses can be conducted
by a discontinuous Galerkin solver. The topological derivative of the minimized function of the domain is
calculated and the level set function φ is updated from this information. Let us eventually mention the
related, very recent work [53] where a very fine simplicial mesh of D is used to update the level set function,
and a coarse polygonal mesh is generated when it comes to mechanical computations, whose elements are
agglomerations of the simplices of the fine mesh.

To conclude this brief overview of related works, let us point out that, from the conceptual viewpoint,
our shape and topology optimization framework shares similarities with that developed in [71, 20]. In there,
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a decomposition of the computational domain D into K phases is described by a so-called minimization
diagram. The latter is attached to a collection {φk}k=1,...,K of scalar functions φk : D → R, in such a way

that each phase k = 1, . . . ,K is made of those points x ∈ D where φk(x) is minimum among φ1(x), . . . , φk(x).
The motion of the boundary between each phase is accounted for by a quite similar mechanism as in the
context of the level set method. We also mention the recent contribution [21] about the reconstruction of a
potential in an inverse problem, which is piecewise constant with respect to the cells of a Voronoi diagram.

The present article focuses on the exposition of our shape and topology optimization framework in two
space dimensions, where its main ingredients can be conveniently described with a minimum level of tech-
nicality. There is no conceptual obstruction to the three-dimensional extension of this work, but only an
increase in the implementation burden. Indeed, the chief tools involved – notably, the calculation of Laguerre
diagrams and the Virtual Element Method – are already available in this situation. To emphasize this fact,
our presentation takes place in the general, d dimensional case whenever it is possible without jeopardizing
with clarity. On a different note, as we have already noted, our strategy leverages concepts and algorithms
pertaining to disciplines which seldom appear together in the literature: computational geometry, via the
handling of Laguerre diagrams, numerical analysis for the simulation of physical phenomena (and notably,
the Virtual Element Method), and optimal design for the notions of shape and topological derivatives, the
adjoint method, etc. In order to ensure a relatively self-contained presentation, we provide a reasonable
amount of background material about these ingredients, including proofs when they help intuition or when
they are not readily available in the precise context of interest. Our implementation essentially relies on
open-source libraries, and we aim to make it available in a short future, together with associated tutorials.
We believe that the methods introduced in this work will find useful applications beyond shape optimization,
e.g. in computational physics.

The remainder of this article is organized as follows. The next Section 2 sets the scene of the shape
optimization problems analyzed in this article. In particular, we introduce the main notation used throughout
and recall a few basic notions about shape optimization. Section 3 is devoted to the numerical representation
of our shapes in terms of the seed points and cell measures of a Laguerre diagram; the general shape
optimization workflow adopted in this context is then presented. The subsequent Sections 4 to 6 are more in-
depth presentations of the main operations involved therein. Section 4 deals with the geometric computations
attached to Laguerre diagrams involved in our framework, and notably their construction, cell regularization,
resampling, etc. Section 5 sketches the implementation of the Virtual Element Method for the solution of
the conductivity equation and the linear elasticity system. Eventually, Section 6 details the calculation of
the objective and constraint functionals featured in our shape optimization problem and their sensitivities
with respect to the parameters of our shape representation, namely the seed points and cell measures of the
representing diagram. A series of numerical examples is presented and discussed in Section 7 to showcase
the main features of our approaches. In Section 8, we draw a few conclusions about this strategy and we
outline natural perspectives for future work. The article ends with a series of appendices, devoted to the
proofs of some technical results which are not completely new, but are adaptations of existing results, or
known facts which are not easily found under the needed form in the literature. It also contains several
useful implementation details.

2. Presentation of the shape optimization problem

Our main purpose in this article is to optimize shapes, that is, bounded, Lipschitz domains Ω of Rd, where
d = 2, 3 in practice. We consider optimization problems of the general form:

(P) min
Ω

J(Ω) s.t. G(Ω) = 0,

where J(Ω) is an objective criterion, and G(Ω) := (G1(Ω), . . . , Gp(Ω)) is a collection of p scalar-valued
equality constraint functionals.

Elementary examples of shape functionals are the volume Vol(Ω) and the perimeter Per(Ω), defined by:

(2.1) Vol(Ω) =

∫
Ω

dx, and Per(Ω) =

∫
∂Ω

ds.

More involved instances about J(Ω) and G(Ω) depend on the physical behavior of Ω via a so-called state
function uΩ, which is the solution to a boundary value problem posed on Ω.
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After setting a few notations about calculus in Section 2.1, we describe in Section 2.2 the applicative
situations considered in the present article, namely those of conductive media and of elastic structures.
Eventually, in Section 2.3, we recall a few facts about differentiation with respect to the domain.

2.1. Notations

Throughout this article, vectors x in a Euclidean space RN appear in bold face, and their components are
denoted by x = (x1, . . . , xN ). Moreover, we rely on the following conventions:

• For N ≥ 1, the Euclidean space RN is equipped with its canonical basis {ei}i=1,...,N . The attached

Euclidean inner product is denoted by 〈·, ·〉, and sometimes only with a ·, and the norm is denoted
by |·|. We also introduce the supremum norm:

|x|∞:= sup
i=1,...,N

|xi|, x ∈ RN .

• The open ball in RN with center x ∈ RN and radius r > 0 is denoted by B(x, r).

• Let f : RN → R be a (smooth enough) scalar function and let x ∈ RN ; we denote by ∂f
∂x (x) the

derivative of f at x, i.e. ∂f
∂x (x) : RN → R is the linear mapping giving rise to the expansion:

f(x + x̂) = f(x) +
∂f

∂x
(x)(x̂) + o(x̂), where

o(x̂)

|x̂| → 0 as x̂→ 0.

The gradient ∇f(x) ∈ RN of f at x is the Riesz representative of this linear mapping, that is:

∀x̂ ∈ RN , 〈∇f(x), x̂〉 =
∂f

∂x
(x)(x̂).

When needed, we shall explicitly indicate in the operator∇x the variables x involved in the derivative.
• Still considering a (smooth enough) scalar function f : RN → R, the Hessian matrix

[
∇2f(x)

]
of f

at x is the N ×N matrix with entries:[
∇2f(x)

]
ij

=
∂2f

∂xi∂xj
(x), i, j = 1, . . . , N.

• For M,N ≥ 1, the derivative of a smooth enough vector-valued function ψ = (ψ1, . . . , ψM ) : RN →
RM is the linear mapping ∂ψ

∂x (x) : RN → RM featured in the expansion

ψ(x + x̂) = ψ(x) +
∂ψ

∂x
(x)(x̂) + o(x̂), where

o(x̂)

|x̂| → 0 as x̂→ 0.

The M × N matrix ∇ψ(x) associated to this derivative – sometimes also denoted by [∇ψ(x)] for
clarity – is that with entries:

[∇ψ(x)]ij =
∂ψi
∂xj

(x), i = 1, . . . ,M, j = 1, . . . , N.

As a result, the following relation holds true:

∀x̂ ∈ RN ,
∂ψ

∂x
(x)(x̂) = [∇ψ(x)] x̂,

where the right-hand side features the matrix-vector product between the M × N matrix [∇ψ(x)]
and the vector x̂ ∈ RN . Note the (classical and hopefully harmless) ambiguity of these notations in
the case M = 1 where ∇ψ(x) is a vector with size N and [∇ψ(x)] is the transpose 1×N matrix.

More specific notations will be introduced when needed, later in the article.

2.2. Mathematical models for conductive media and elastic structures

In this section, we introduce the two physical applications of our shape optimization problems. We refer
to classical treaties about continuum mechanics such as [123] for further details, see also [63] about linear
elasticity.
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2.2.1. Optimal design of conductive media

Let the shape Ω stand for an electric conductor in Rd (d = 2 or 3). It is filled by a material with smooth
conductivity γ ∈ C∞(Rd), satisfying the following ellipticity condition:

∃ 0 < γ ≤ γ <∞ s.t. ∀x ∈ Rd, γ ≤ γ(x) ≤ γ.

The boundary ∂Ω is maintained at fixed potential 0. Introducing a source f ∈ C∞(Rd), the voltage potential
uΩ inside Ω is the unique solution in H1

0 (Ω) to the following boundary value problem:

(Cond)

{
−div(γ∇uΩ) = f in Ω,

uΩ = 0 on ∂Ω.

The associated variational formulation reads:

(2.2) Search for uΩ ∈ H1
0 (Ω) s.t. ∀v ∈ H1

0 (Ω),

∫
Ω

γ∇uΩ · ∇v dx =

∫
Ω

fv dx.

In this context, a typical objective function measuring the performance of Ω is the compliance

(2.3) C(Ω) =

∫
Ω

γ|∇uΩ|2 dx =

∫
Ω

fuΩ dx,

which appraises the energy stored inside the shape Ω, or equivalently, the work done by the source. One
may also be interested in minimizing the first eigenvalue λ1

Ω (resp. the kth eigenvalue λkΩ) of the operator
−div(γ∇·) on Ω equipped with Dirichlet boundary conditions: λ1

Ω is the smallest positive number λ (resp.
the kth smallest positive number) for which there exists a non trivial function u ∈ H1

0 (Ω) satisfying

(2.4)

{
−div(γ∇u) = λu in Ω,

u = 0 on ∂Ω.

From the physical viewpoint, λ1
Ω accounts for the minimum energy of a potential u with unit squared

amplitude, as reflected by the classical Rayleigh quotient formula:

(2.5) λ1
Ω = min

u∈H1
0(Ω),

u 6=0

∫
Ω

γ|∇u|2 dx∫
Ω

u2 dx

.

Remark 2.1. We shall also consider a two-phase variant of this setting, where the shape Ω represents one
phase made of a material with conductivity γ1 ∈ C∞(Rd) within a fixed domain D made of a material with
different conductivity γ0 ∈ C∞(Rd). One then aims to optimize the repartition D = Ω ∪ (D \ Ω) of both
materials within D with respect to, e.g. the compliance of the total device D; see Section 7.3 for a numerical
example in this setting.

2.2.2. Optimization of the shape of elastic structures

In this section, Ω ⊂ Rd stands for a mechanical structure, whose boundary is divided into three disjoint
pieces:

∂Ω = ΓD ∪ ΓN ∪ Γ.

In this decomposition,

• The shape Ω is clamped on ΓD;
• Surface loads g : ΓN → Rd are applied on ΓN ;
• The region Γ is free of applied efforts.

In practice, ΓD and ΓN are often imposed by the context, so that only the free boundary Γ is subject to
optimization. Introducing (smooth) body forces f : Rd → Rd representing e.g. gravity, the displacement uΩ

of Ω belongs to the space

H1
ΓD

(Ω)d :=
{
u ∈ H1(Ω)d, u = 0 on ΓD

}
.
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It is the unique solution in the latter to the linearized elasticity system:

(Elas)


−div(Ae(uΩ)) = f in Ω,

uΩ = 0 on ΓD,
Ae(uΩ)n = g on ΓN ,
Ae(uΩ)n = 0 on Γ.

Here, e(u) := 1
2 (∇u+∇uT ) is the linearized strain tensor induced y a vector field u : Ω→ Rd. The material

properties of the elastic medium are encoded in the Hooke’s tensor A, which reads:

For all symmetric matrix ξ ∈ Rd×d, Aξ = 2µξ + λtr(ξ)I,

where λ > 0 and µ > 0 are the Lamé coefficients of the material. The boundary value problem (Elas)
rewrites, under variational form:

(2.6) Search for uΩ ∈ H1
ΓD

(Ω)d s.t. ∀v ∈ H1
ΓD

(Ω)d,

∫
Ω

Ae(uΩ) : e(v) dx =

∫
Ω

f · v dx +

∫
ΓN

g · v ds.

The shape optimization problem (P) under scrutiny in the present context of mechanical engineering may
for instance consist in minimizing the compliance J(Ω) = C(Ω) of the structure as a means to maximize its
rigidity,

(2.7) C(Ω) :=

∫
Ω

Ae(uΩ) : e(uΩ) dx =

∫
Ω

f · uΩ dx +

∫
ΓN

g · uΩ ds,

under a volume constraint G(Ω) = Vol(Ω)− VT , where VT is a volume target.

Remark 2.2. For simplicity of the presentation, we have assumed that all the data of the models of the
previous and present sections (the domain Ω, the forces f , g, etc.) are smooth. This framework is by no
means the minimal one guaranteeing the well-posedness of these models, and the validity of our developments.

2.3. Shape optimization in a nutshell

The mathematical analysis and numerical resolution of a shape optimization problem of the form (P) hinges
on the sensitivities of the objective and constraint functions J(Ω) and G(Ω) with respect to the domain Ω
– a notion which can be appraised in various ways. In this work, we mainly rely on the boundary variation
method of Hadamard, see for instance [9, 66, 86, 114]. The latter is based on variations of a given shape
Ω ⊂ Rd of the form:

Ωθ := (Id + θ)(Ω), θ ∈W 1,∞(Rd,Rd), ||θ||W 1,∞(Rd,Rd) < 1.

Loosely speaking, Ωθ is obtained by moving the points of Ω according to the “small” vector field θ, see
Fig. 1.
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Figure 1. Variation Ωθ of a shape Ω in the sense of Hadamard’s method.
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One function F (Ω) of the domain is called shape differentiable at a particular shape Ω when the underlying
mapping θ 7→ F (Ωθ), defined from a neighborhood of 0 in W 1,∞(Rd,Rd) into R, is Fréchet differentiable
at 0. Its derivative θ 7→ F ′(Ω)(θ) is called the shape derivative of F at Ω and it satisfies the following
expansion:

F (Ωθ) = F (Ω) + F ′(Ω)(θ) + o(θ), where
o(θ)

||θ||W 1,∞(Rd,Rd)

θ→0−−−→ 0.

Intuitively, a “small” perturbation of Ω following a “descent direction” θ, i.e. a deformation such that
F ′(Ω)(θ) < 0, for a short pseudo-time step τ > 0 produces a shape Ωτθ with a “better” performance (i.e. a
lower value), as measured in terms of F :

F (Ωτθ) ≈ F (Ω) + τF ′(Ω)(θ) < F (Ω).

Simple examples of shape derivatives are those of the volume and perimeter functionals defined in (2.1).
Under mild assumptions that we omit for brevity, these read:

(2.8) Vol′(Ω)(θ) =

∫
Ω

div(θ) dx =

∫
∂Ω

θ · n ds, and Per′(Ω)(θ) =

∫
∂Ω

κ θ · n ds,

where κ : ∂Ω→ R is the mean curvature of ∂Ω.
The analysis of the “physical” functionals of interest in this article is more intricate, as they involve the

solution uΩ to a boundary value problem posed on Ω, see e.g. (2.3) and (2.7). Nevertheless, the classical
adjoint method allows to calculate their shape derivatives in closed form, in terms of uΩ and possibly of an
adjoint state pΩ, solution to a boundary value problem similar to that for uΩ. Although it is non trivial,
this technical issue is well-known in the literature, and we do not enter into details, referring to e.g. [7, 78],
and also [101] for a comprehensive introduction.

Remark 2.3. The adjoint method will be deployed (and detailed) in Section 6.2 below to achieve another
purpose, that of converting a derivative with respect to the vertices of a Laguerre diagram into derivatives
with respect to its seed points and cell measures.

For further reference, let us note that the shape derivative of a generic shape functional F (Ω) has often
two different, albeit equivalent structures:

• A volume form

(2.9) F ′(Ω)(θ) =

∫
Ω

(tΩ · θ + SΩ : ∇θ) dx,

featuring an integral over the domain Ω of the deformation θ and its derivative, and some vector-
and matrix-valued functions tΩ :→ Rd and SΩ : Ω→ Rd×d depending on the function F (Ω).

• A surface form

(2.10) F ′(Ω)(θ) =

∫
∂Ω

vΩ θ · n ds,

involving a scalar field vΩ : ∂Ω→ R which depends on F (Ω).

The surface expression (2.10) is often deemed more appealing: it indeed reflects the natural fact that the
shape derivative of a “regular enough” objective function depends only on the normal component of the
deformation θ on ∂Ω, see for instance [47, 66] about the so-called Structure theorem for shape derivatives.
Besides, it easily lends itself to the identification of a descent direction for F (Ω), as letting θ = −vΩn on ∂Ω
straightforwardly ensures that F ′(Ω)(θ) < 0. However, the volume form (2.9) is usually more suitable for
mathematical analysis, see e.g. [68, 61].

Remark 2.4. The deformations θ considered in the practice of the method of Hadamard are often restricted
to a subset of W 1,∞(Rd,Rd), which is for instance made of vector fields with higher regularity, or vector
fields vanishing on a fixed, non optimizable region of space.

Remark 2.5. The notion of shape derivative is not the only means to understand differentiation with respect
to the domain. The alternative concept of topological derivative appraises the sensitivity of a function F (Ω)
with respect to the nucleation of a “small” hole inside Ω. It relies on variations of Ω of the form:

Ωx,r := Ω \B(x, r), where x ∈ Ω and r � 1.
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The function F (Ω) is then said to have a topological derivative dTF (Ω)(x) at x ∈ Ω if the following expansion
holds:

F (Ωx,r) = F (Ω) + rddTF (Ω)(x) + o(rd), where
o(rd)

rd
r→0−−−→ 0.

We refer to [60, 113] for the seminal contributions about topological derivatives and to [10, 94] for recent
overviews.

3. Discretization and evolution of shapes using modified Laguerre diagrams

This section details the representation of shapes adopted in our framework. The first Section 3.1 introduces
basic notions about Laguerre diagrams, in their original acceptation and in the modified version introduced
in [80]. In the next Section 3.2, we explain how such objects can be conveniently parametrized by the seed
points and the measures of their cells. Finally, Section 3.3 sketches our optimization strategy, whose most
critical operations are more extensively described in the next parts of the article.

3.1. Representation of shapes via Laguerre diagrams

Let D ⊂ Rd be a fixed bounded and Lipschitz domain containing all the shapes of interest. We start with
the classical definitions of Voronoi and Laguerre diagrams, the latter being more general, weighted versions
of the former; we refer to [14, 24] about these classical notions from computational geometry.

Definition 3.1.

• Let s = {si}i=1,...,N ∈ RdN be a collection of seed points. The Voronoi diagram Vor(s) induced by s

is the following decomposition of D:

(3.1) D =

N⋃
i=1

Vori(s),

where for i = 1, . . . , N , the Voronoi cell Vori(s) is defined by:

(3.2) Vori(s) :=
{
x ∈ D, |x− si|2 ≤ |x− sj |2, ∀j 6= i

}
.

• Let s = {si}i=1,...,N ∈ RdN be a collection of seed points and ψ = {ψi}i=1,...,N ∈ RN be a set of

associated weights. The (classical) Laguerre diagram Lag(s,ψ) attached to s and ψ is the following
decomposition of D:

(3.3) D =

N⋃
i=1

Lagi(s,ψ),

where for i = 1, . . . , N , the Laguerre cell Lagi(s,ψ) reads:

(3.4) Lagi(s,ψ) :=
{
x ∈ D, |x− si|2 − ψi ≤ |x− sj |2 − ψj , ∀j 6= i

}
.

The concept of Laguerre diagram paves the way to a way of representing a shape Ω ⊂ D, as a subset of
the cells of a diagram of the form (3.3) and (3.4), associated to suitably chosen seed points s and weights ψ:

(3.5) Ω =

K⋃
i=1

Lagi(s,ψ), where K < N,

and the cells Lagi(s,ψ), i = K + 1, . . . , N form a decomposition of the void phase D \Ω. In addition to this
option, we shall also rely on another point of view, introduced in [80], which leverages a slightly modified
version of the notion of Laguerre diagram.

Definition 3.2. Let Ω ⊂ D be a shape; two sets s = {si}i=1,...,N ∈ RdN and ψ = {ψi}i=1,...,N ∈ RN of

seed points and weights generate a (modified) Laguerre diagram V(s,ψ) for Ω if the following decomposition
holds:

(3.6) Ω =

N⋃
i=1

Vi(s,ψ),
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where each closed cell Vi(s,ψ) is obtained by intersection of the corresponding Laguerre cell Lagi(s,ψ) in

(3.4) with the ball centered at si with radius ψ
1/2
i :

(3.7) Vi(s,ψ) = Lagi(s,ψ) ∩B(si, ψ
1/2
i ).

Both types of decomposition (3.5) and (3.6) will be used in the present work to represent a shape Ω ⊂
D. The analyses of their mathematical properties are very similar, and since “classical” diagrams of the
form (3.3) and (3.4) are more familiar in the literature (although not in the present shape and topology
optimization context), we essentially focus our presentation on the modified diagrams of Definition 3.2,
pointing out the differences with their classical counterparts when relevant.

The next statement draws the main geometric features of the representation (3.6) and sets related no-
tations used throughout the sequel, see Fig. 2. For simplicity, it is only provided in the case of two space
dimensions. Its elementary proof is completely similar to that of the corresponding statement for “classical”
Laguerre diagrams (3.3), about which we refer to e.g. [14], and it is omitted for brevity.

Definition 3.3. Let d = 2, and let Ω ⊂ D be a shape defined via the diagram (3.6) associated to seed points
s = {si}i=1,...,N and weights ψ = {ψi}i=1,...,N . The following facts hold true:

(i) The cells Vi(s,ψ) in (3.7) are closed, bounded and convex subsets of R2.
(ii) The intersection Vi(s,ψ) ∩ Vj(s,ψ) between two different cells i 6= j is either empty, or a point or a

(closed) straight segment eij orthogonal to sisj.
(iii) When the intersection Vi(s,ψ)∩Vj(s,ψ) is a segment with positive length, Vj(s,ψ) is called a neighbor

of Vi(s,ψ). The index set of the neighbors of the ith cell is denoted by Ni ⊂ {1, . . . , i− 1, i+ 1, . . . , N}.
(iv) We denote by E ⊂ {1, . . . , N}2 the set of neighboring pairs of cells in the diagram (3.6), that is, (i, j) ∈ E

if j ∈ Ni (and so i ∈ Nj).
(v) For each i = 1, . . . , N , the boundary ∂Vi(s,ψ) can be decomposed as:

∂Vi(s,ψ) =

 ⋃
j∈Ni

eij

 ∪ Ci ∪ Li,
where
• For j ∈ Ni, eij := ∂Vi(s,ψ) ∩ ∂Vj(s,ψ) is a line segment;
• Ci = ∂Ω ∩ ∂Vi(s,ψ) is a (possibly empty) collection of circular arcs;
• Li = ∂D ∩ ∂Vi(s,ψ) is a (possibly empty) collection of line segments.

(vi) The endpoints of the (straight or curvilinear) pieces of this representation are called the vertices of the
diagram (3.6). We denote by q := {qj}j=1,...,M ∈ R2M the collection of these M vertices.

Remark 3.1. Although the seed points of a Voronoi diagram obviously belong to the interior of their re-
spective cells, the defining seed points of a Laguerre diagram may lie far outside; actually, they may even lie
outside the computational domain D although, for implementation stability purposes, we shall impose that
they remain inside the latter, see Section 6.3.

To illustrate this point, let us consider a collection of seed points s = {si}i=1,...,N ∈ RdN . Let h be

an arbitrary vector in Rd; we introduce the collection of seed points s̃ = {si + h}i=1,...,N resulting from a

common translation of s1, . . . , sN by h and the weight vector ψ̃ given by ψ̃i = 2si · h, i = 1, . . . , N . Then,
for any index i = 1, . . . , N and any point x ∈ D, a simple calculation reveals that:

x ∈ Lagi(s̃, ψ̃) ⇔ |x− h− si|2−2si · h ≤ |x− h− sj |2−2sj · h ∀j 6= i

⇔ |x− si|2−2h · (x− si) + |h|2−2si · h ≤ |x− sj |2−2h · (x− sj) + |h|2−2sj · h ∀j 6= i

⇔ |x− si|2 ≤ |x− sj |2 ∀j 6= i

⇔ x ∈ Vori(s).

In other terms, the Voronoi tessellation Vor(s) of D, whose seed points s1, . . . , sN belong to the interior of

their respective cells, has the same cells as the Laguerre diagram Lag(s̃, ψ̃) whose seed points lie arbitrarily
far away.
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Figure 2. Representation (3.6) of the shape Ω ⊂ D as the modified Laguerre diagram (3.6)
associated to the seed points s = {s1, . . . , sN} and weights ψ = {ψ1, . . . , ψN}.

Remark 3.2. Although, strictly speaking, a decomposition of the form (3.6) is not a classical Laguerre
diagram, it can be understood as the diagram associated to the collection of “seed objects” s∪{s0} and weights
ψ ∪ {ψ0}, where the additional object s0 is the whole domain D and ψ0 = 0, see [80]. A straightforward
adaptation of the Definition 3.1 of a Laguerre diagram to allow seed objects (and not just seed points) shows
indeed that the cells of this new diagram are exactly those Vi(s,ψ) in (3.7) for i = 1, . . . , N , with the following
additional “void cell”, associated to s0:

(3.8) V0(s,ψ) :=
{
x ∈ D, ∀i = 1, . . . , N, 0 ≤ |x− si|2 − ψi

}
.

Hence, up to a small abuse of terminology, we shall refer to (3.6) as a (modified) Laguerre diagram for Ω.

An insightful geometric viewpoint about classical and modified Laguerre diagrams (3.3) and (3.4) and (3.6)
and (3.7) is to consider them as minimization diagrams of a family of functions, as we now briefly explain
in the case d = 2 for simplicity, see Fig. 3 for an illustration. The Voronoi diagram Vor(s) of a set of seed
points s ∈ R2N is generated by the 3d paraboloids given by the graphs of the functions x 7→ pi(x) = |x−si|2,
in the sense that:

For each i = 1, . . . , N, Vori(s) =

{
x ∈ D s.t. i ∈ arg min

j=1,...,N
pj(x)

}
,

i.e. Vori(s) is the set of points x ∈ D where pi(x) is minimal among p1(x), . . . , pN (x). The “classical”
Laguerre diagram Lag(s,ψ) involving weights ψ ∈ RN is obtained by “shifting” each of the aforemen-
tioned 3d paraboloids by the corresponding weight ψi in the negative e3 direction. Eventually, a corre-
sponding representation of the modified diagram V(s,ψ) is obtained by adding the function p0(x) = 0
to the minimization diagram, i.e. by intersecting each of the 3d paraboloids with the lower half-space{
x = (x1, x2, x3) ∈ R3 s.t. x3 ≤ 0

}
.

3.2. Parametrization of the diagram representation via the seed points and cell measures

The effect of the weights ψ on the shapes of the cells Vi(s,ψ) as encoded in (3.7) is implicit and difficult to
handle. It turns out that the decomposition (3.6) of Ω can be equivalently characterized by the seed points
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Figure 3. (a) Two-dimensional Voronoi diagrams (and “classical” Laguerre diagrams) can
be described by collections of three-dimensional paraboloids with axes aligned with the third
coordinate vector; (d) The 2d diagram is obtained by “seeing this collection from below”; (b)
Modified Laguerre diagrams are obtained by inserting the 3d lower half-space in the diagram,
and (d) The intersections between the paraboloids and this half-space create circular arcs at
the boundaries of the modified cells; (c) The weights ψi of a (classical or modified) Laguerre
diagram correspond to shifts of the parabolas along the vertical axis; (f) This results in a
change of the area of the cells.

s ∈ RdN and the vector

ν := {νi}i=1,...,N ∈ RN , νi = |Vi(s,ψ)|

gathering the measures of the cells. This section discusses this convenient alternative viewpoint which will
be used throughout the following. It relies on optimal transport; for the convenience of the reader, we recall
a few useful facts about this theory, referring to [72, 76, 99, 107, 124] for more exhaustive treatments.

Let X stand for the compact set D. For x,y ∈ X, we denote by c(x,y) = |x− y|2 the quadratic ground
cost on X, which intuitively represents the cost of moving one unit of mass from the position x to y. When
µ and ν are positive measures on X with equal mass µ(X) = ν(X), the Monge formulation of the optimal
transport problem of µ onto ν consists in the search for a mapping T : X → X realizing the transfer of the
mass of µ onto ν at minimal cost, that is:

(OT-M) min

{∫
X

c(x, T (x)) dµ(x), T : X → X is (µ, ν)-measurable with T#µ = ν

}
,

where T#µ is the push-forward of the measure µ by T , i.e.

For all ν-measurable subset B ⊂ X, T#µ(B) = µ(T−1(B)).
13



Unfortunately, the problem (OT-M) is often ill-posed; for instance, an admissible mapping T in (OT-M) may
easily fail to exist. One therefore usually considers instead the so-called Kantorovic relaxation of (OT-M):

(OT-K) min

{∫
X×X

c(x,y) dπ(x,y), π is a positive measure on X ×X s.t. π1 = µ, π2 = ν

}
.

Here, π1 and π2 denote the first and second marginals of the measure π on X ×X:

For all π1, π2-measurable subsets A ⊂ X, B ⊂ X, π1(A) = π(A×X) and π2(B) = π(X ×B).

In (OT-K), the minimization is realized over positive measures π on X × X (also called transport plans
or couplings) with marginals µ and ν. Intuitively, when A and B are µ- and ν- measurable subsets of X,
π(A×B) is the “quantity of mass” transferred from A to B. The problem (OT-K) is often better behaved
than (OT-M) from the mathematical viewpoint; for instance, it is immediate to see that it is convex.

Let us specialize this abstract setting to our purpose. Let s = {si}i=1,...,N ∈ RdN be a collection of seed

points, and let ψ = {ψi}i=1,...,N be a weight vector. According to Remark 3.2 we let ψ0 := 0 be the weight

for the seed object s0 = D. Likewise, when ν = {νi}i=1,...,N is a collection of volume targets such that

∀i = 1, . . . , N, νi ≥ 0, and
N∑
i=0

νi ≤ |D|,

we denote by ν0 := |D| −∑N
i=1 νi the volume of the corresponding “void phase” V0(s,ψ) in (3.8). We then

aim to apply the aforementioned optimal transport theory to the situation where µ := 1Ddx is the restriction
to X of the d-dimensional Lebesgue measure and

(3.9) ν :=

N∑
i=1

νiδsi + ν0
1

|D|1D dx

is the discrete measure induced by the objects {si}i=1,...,N ∪ {s0}. In this perspective, we shall often invoke

the following assumptions about s and ψ to rule out very degenerate situations as far as the diagram V(s,ψ)
is concerned:
(G1)
All the cells Vi(s,ψ) have positive Lebesgue measure, i = 0, 1, . . . , N (in particular, they are non empty).

(G2) No three distinct seed points si, sj , sk are aligned.

(G3) For each vertex q at the intersection between 2 neighboring cells Vi(s,ψ), Vj(s,ψ), i, j = 1, . . . , N,

and the void phase V0(s,ψ), q, si and sj are not aligned.

(G4) Each vertex q is at the intersection of at most 3 distinct cells

Vi(s,ψ), Vj(s,ψ), Vk(s,ψ), i, j, k = 0, 1, . . . , N.

(G5) The boundary ∂D of the computational domain is smooth at each vertex q lying on ∂D.

Such a point is moreover at the intersection of at most 2 distinct cells Vi(s,ψ), Vj(s,ψ), i, j = 0, . . . , N.

(G6) For each vertex q at the intersection of ∂D and 2 distinct cells Vi(s,ψ), Vj(s,ψ), i, j = 1, . . . , N,

the line ∂Vi(s,ψ) ∩ ∂Vj(s,ψ) is not orthogonal to n(q).

(G7) For each vertex q at the intersection between ∂D, one cell Vi(s,ψ) and the void V0(s,ψ),

the line qsi is not orthogonal to n(q).

The desired description of shapes Ω in terms of the seed points s and cell measures ν of an associated
diagram (3.6) is enabled by the following result. Its proof, which is an adaptation of those of Theorems 37
and 40 in [84], is postponed to Appendix C.
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Theorem 3.1. Let D ⊂ Rd be a bounded, Lipschitz domain and X := D. Let s = {si}i=1,...,N ∈ RdN be a

set of seed points in D, and let ν = {νi}i=1,...,N ∈ RN be a vector of associated cell measures, satisfying:

(3.10) ∀i = 1, . . . , N, νi > 0, and

N∑
i=1

νi < |D|.

The following statements hold true:

(i) There exists a unique weight vector ψ∗ ≡ ψ∗(s,ν) ∈ RN such that:

(3.11) ∀i = 1, . . . , N, |Vi(s,ψ∗)| = νi, and so |V0(s,ψ∗)| = ν0.

(ii) The vector ψ∗(s,ν) is one solution to the maximization problem

(3.12) max
ψ∈RN

K(s,ν,ψ),

where the so-called Kantorovic functional K : RdNs × RNν × RNψ → R is defined by:

(3.13) K(s,ν,ψ) :=

N∑
i=1

∫
Vi(s,ψ)

(
|x− si|2 − ψi

)
dx +

N∑
i=1

νiψi.

(iii) Assuming that the genericity conditions (G1) to (G7) hold true, this solution is unique. Moreover, K
is smooth on an open neighborhood of (s,ν,ψ∗(s,ν)) in RdNs × RNν × RNψ , and ψ∗(s,ν) is the unique
solution to the equation:

(3.14) F(s,ν,ψ∗(s,ν)) = 0, where F : RdNs × RNν × RNψ → RN is defined by F(s,ν,ψ) := ∇ψK(s,ν,ψ).

(iv) There exists a unique optimal transport mapping Tψ between the measures µ and ν in the Monge
formulation (OT-M), which is given by:

(3.15) For a.e. x ∈ X, Tψ(x) =

{
si if x ∈ Vi(s,ψ∗(s,ν)), i = 1, . . . , N,
x otherwise.

Remark 3.3. The uniqueness statement (iii) in the above theorem actually holds true under weaker assump-
tions than the collection (G1) to (G7). It only requires that the mapping ψ 7→ K(s,ν,ψ) be differentiable, i.e.
loosely speaking that the area |Vi(s,ψ)| of each cell be differentiable with respect to ψ, while (G1) to (G7) im-
ply that all the individual vertices of the cells of V(s,ψ) are differentiable with respect to ψ, see Remark B.1
below about this point.

Remark 3.4. The situation where
∑N
i=1 νi = |D| corresponds to the “classical” setting where the cell V0(s,ψ)

is empty and the diagram V(s,ψ) coincides with the Laguerre diagram Lag(s,ψ). Then, there still exists
a collection of weights ψ fulfilling the conclusions of Theorem 3.1, but the latter is only unique up to the
addition of a common factor to all the weights ψi, i = 1, . . . , N [84].

Remark 3.5. Our representation (3.6) of shapes and their deformations echoes to the framework of “lin-
earized optimal transport”, recently proposed in [46, 83, 126]. Briefly, the latter advocates to parametrize
measures ν on X by the unique optimal transport mapping between a fixed reference measure µ on X and ν,
i.e. the solution to (OT-M). By comparison, our parametrization (3.6) of shapes Ω ⊂ D boils down to con-
sidering the particular class (3.15) of optimal transport mapping between the uniform measure µ = 1

|D|1D dx

on X and measures ν of the form (3.9).

3.3. General sketch of the Laguerre diagram-based shape and topology optimization method

This section outlines our algorithmic strategy for the resolution of a generic shape and topology optimization
problem of the form (P), in which the objective and constraint functionals J(Ω) and G(Ω) depend on the
optimized shape Ω via the solution uΩ to a boundary value problem posed on Ω, as in the examples of
Section 2.2. The method is summarized in Algorithm 1; its main steps are illustrated on Fig. 4 and they are
more thoroughly described in the next sections of the article.

At each iteration n = 0, . . ., we label with an n superscript the actual instances of the various objects at
stake. The shape Ωn ⊂ D is consistently described by the seed points sn ∈ RdN and the vector νn ∈ RN of
the cell measures of a diagram V(sn,ψn) of the form (3.6) and (3.7). The iteration starts with the calculation
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Algorithm 1 Laguerre diagram based shape and topology optimization algorithm for (P).

Input: Initial shape Ω0 characterized via (3.6) and (3.7) by the datum of:

• The collection of seed points s0 =
{
s0

1, . . . , s
0
N

}
;

• The vector ν0 :=
{
ν0

1 , . . . , ν
0
N

}
gathering the measures of the cells.

for n = 0, ..., until convergence do
(1) Calculate the unique weight vector ψn ∈ RN such that:

∀i = 1, . . . , N, |Vi(sn,ψn)|= νni .

(2) (Optionally) Modify this diagram by resampling and Lloyd regularization.
(3) Construct a polygonal mesh T n for Ωn from the diagram V(sn,ψn).
(4) Calculate the solutions uΩn , pΩn to the state and adjoint equations on the mesh T n.
(5) Calculate a descent direction (hn, ν̂n) for the problem (P), that is:

• A collection hn = {hni }i=1,...,N ∈ RdN of vectors attached to the seed points sn;

• An update vector ν̂n ∈ RN for the measures.

(6) Update the seed points and measure vectors sn and νn as:

sn+1
i = sni + τnhni , and νn+1 = νn + ρnν̂n,

where τn > 0 and ρn > 0 are suitable descent steps.
end for
return Seed points sn and measures νn representing the optimized shape Ωn via (3.6) and (3.7).

of the unique weight vector ψn ∈ RN such that the measure of each cell Vi(s
n,ψn) equals νi, see Section 4.1.

The diagram associated to these data is computed, as described in Section 4.1. A number of post-processing
operations are conducted on the latter, such as regularization, resampling, etc., see Sections 4.2 and 4.3.
Note that these operations may alter the number N of seed points – a detail which is omitted in the present
sketch for simplicity. A polygonal mesh T n of Ωn is then constructed from this diagram, see again Section 4.
Then, the solution uΩn to the mechanical system of interest (and that pΩn to the adjoint system) is calculated
on the mesh T n; this task relies on the Virtuel Element Method, and its treatment is described in Section 5.
The derivatives of the objective and constraint functions J(Ω) and G(Ω) are evaluated, at first with respect
to the vertices qn of the polygonal mesh T n – see Section 6.1 – then with respect to the seed points and
cell measures sn and νn defining the representation (3.6) of Ωn, see Section 6.2. A descent direction for
the considered optimization problem is inferred thanks to a constrained optimization algorithm under the
form of update vectors for seeds and cell measures, see Sections 6.3 and 6.4. This procedure is iterated until
convergence.

4. Geometric computations on Ω

This section provides a few details about the non trivial operations from algorithmic geometry involved in
Algorithm 1. In Section 4.1, we discuss the calculation of the unique weight vector ψ∗(s,ν) supplied by
Theorem 3.1, guaranteeing that the diagram V(s,ψ∗(s,ν)) complies with the measure constraints (3.11);
we notably describe the computation of this diagram. In Section 4.2, we present a variant of the well-known
Lloyd’s algorithm aimed at improving the aspect of the cells of the diagram V(s,ψ), in the perspective of
realizing accurate mechanical computations. Eventually, in Section 4.3, we sketch simple numerical recipes
to adjust the local density of cells and remove “small” components disconnected from the main structure in
the course of the iterative process.

4.1. Calculation of the diagram V(s, ν) associated to seed points s and cell measures ν

Throughout this section, s ∈ RdN and ν ∈ RN are collections of seed points and weights satisfying the
assumptions of Theorem 3.1; notably, they satisfy (G1) to (G7). We describe the calculation of the unique
weight vector ψ∗(s,ν) guaranteeing that each cell i = 1, . . . , N of the modified diagram V(s,ψ∗(s,ν)) has
measure νi, together with the practical construction of this diagram. Our strategy is based on Theorem 3.1,
whereby ψ∗(s,ν) ∈ RN is characterized as the unique solution to the non linear equation (3.14), that we
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d
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Figure 4. Illustration of the main steps of Algorithm 1; (a) At the beginning of each
iteration, the weight vector ψn is computed, and the diagram V(sn,ψn) for Ωn is constructed
(the seed points are depicted in red); (b) The state equation for uΩn is solved by the Virtual
Element Method on the polygonal mesh T n of Ωn induced by V(sn,ψn); (c) A descent
direction is calculated as a vector field hn for the seed points and an update νn for the cell
measures; (d) The seed points sn+1 of the new diagram for Ωn+1 are obtained by moving
those in sn along hn; the cell measures νn+1 are obtained likewise; (e) The new weight
vector ψn+1 and the diagram V(sn+1,ψn+1) for Ωn+1 are computed.

rewrite below for convenience:

(4.1) F(s,ν,ψ∗(s,ν)) = 0, where F(s,ν,ψ) := ∇ψK(s,ν,ψ).

This feature paves the way to a Newton-Raphson algorithm [70], based on the differentiability of F(s,ν, ·),
and thus on the second order differentiability of the Kantorovic functional K(s,ν, ·) with respect to weights
ψ, which hold true since s and ν are generic in the sense of (G1) to (G7).

This numerical strategy is sketched in Algorithm 2 and it is illustrated in Fig. 5. Briefly, the algorithm
starts with a suitable initial guess ψ0. At each iteration n = 0, . . ., whose corresponding objects are labelled
with an n superscript, we first construct the diagram V(s,ψn). The entries of the gradient ∇ψK(s,ν,ψn) ∈
RN and Hessian matrix [∇2

ψK(s,ν,ψn)] ∈ RN×N of the Kantorovic functional are then calculated from this
17



geometric support. The update step pn ∈ RN for the weight vector is then obtained by the solution of the
following Newton linear system with size N :

(4.2) [∇ψF(s,ν,ψn)] pn = −F(s,ν,ψn).

Eventually, a descent parameter αn > 0 is chosen to update the weight vector ψn into the next iterate ψn+1.
We provide a little more details about the main steps of this process in the next subsections.

Algorithm 2 Computation of the diagram V(s,ψ) associated to given seed points s and cell measures ν

Inputs:

• Fixed collection s = {s1, . . . , sN} of seed points.
• Fixed collection ν = {ν1, . . . , νN} of cell measures.
• Initial weight vector ψ0 = {ψ0

1 , . . . , ψ
0
N} such that for all i = 1, . . . , N , Vi(s,ψ

0) 6= ∅.
• Tolerance parameter εNewt about the fulfillment of (4.1).

for n = 0, ..., until convergence do
(1) Compute the Laguerre diagram V(s,ψn)
(2) Calculate the gradient F(s,ν,ψn) = ∇ψK(s,ν,ψn) of the functional K(s,ν, ·) at ψn.
(3) if |F(s,ν,ψn)|∞< εNewt then exit loop
(4) Calculate the N ×N Hessian matrix [∇ψF(s,ν,ψn)] = [∇2

ψK(s,ν,ψn)] of K(s,ν, ·) at ψn.

(5) Calculate the solution pn ∈ RN to the linear system (4.2).
(6) Select a suitable descent parameter αn > 0.
(7) Update the weight vector as: ψn+1 = ψn + αnpn.

end for
return Diagram V(s,ψ) satisfying |Vi(s,ψn)|= νi, for all i = 1, . . . , N , up to precision εNewt.

4.1.1. Initialization

According to Theorem 3.1, the initial weight vector ψ0 must be such that all the cells Vi(s,ψ
0), i = 0, 1, . . . , N

(i.e. including the “void” phase V0(s,ψ0) given by (3.8)) are non empty. In particular, this property is meant
to ensure that the Kantorovic mapping K(s,ν, ·) is differentiable at ψ0, see Remark 3.3.

One sufficient condition for this to hold is to select a common positive value ψ > 0 for all the ψ0
i ,

i = 1, . . . , N . Indeed, the classical Laguerre diagram Lag(s,ψ0) then coincides with the Voronoi diagram
Vor(s) associated to the seed points s, where each cell Vori(s) contains at least its associated seed point si.

In turn, each modified cell Vi(s,ψ
0) = Lagi(s,ψ

0) ∩ B(si, ψ
1/2
i ) is non empty, i = 1, . . . , N , and since the

common value ψ is arbitrary, it is easy to guarantee that V0(s,ψ0) is also non empty. In practice, we choose
ψ0 = {1, 1, . . . , 1} as initial weight vector.

If all the target measures νi are equal to a common value ν, a simple heuristic suggests an initialization
procedure with “better” practical behavior. Intuitively, if a seed point si lies “sufficiently far away” from all

the other seeds sj , j 6= i, then the classical Laguerre cell Lagi(s,ψ) contains the ball B(si, ψ
1/2
i ); thus the

modified cell Vi(s,ψ) coincides with this ball. Going further, it is easy to show that if the seed points si are
“well separated” from one another in the sense that:

(4.3) |sj − si|>
√
νi
π

+

√
νj
π

in 2d, and |sj − si|>
(

3νi
4π

) 1
3

+

(
3νj
4π

) 1
3

in 3d,

then the optimal transport problem (3.14) is trivial, its solution being given by:

(4.4) ψi =

{
ν
π if d = 2,(

3ν
4π

) 2
3 if d = 3,

i = 1, . . . , N,

and the balls B(si, ψ
1/2
i ) are disjoint from one another.

In general, the data s and ν do not satisfy the separation property (4.3), and the cells of the diagram
V(s,ψ) “interact” through their common boundaries, see Fig. 5. Then, several iterations of Algorithm 2
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n=0 n=3 n=5

n=0 n=4
n=7

Figure 5. Three different Newton iterations in the calculation of the modified diagram
V(s,ψ) in Section 4.1. The weight vector ψ is initialized with a value ψ0 ensuring that
none of the cells Vi(s,ψ

0) is empty, and it is iteratively updated by Newton iterations. This
procedure appraises contacts between neighboring cells, and at convergence, ψn is such that
the measure of each cell |Vi(s,ψn)| corresponds to the prescribed value νi, up to the precision
parameter εNewt.

are needed to achieve convergence (typically 5 to 10), but in practice, the heuristic initialization (4.4) saves
a couple of Newton iterations.

Last but not least, when the target measures νi are different, the choice (4.4) still proves quite efficient

when used with the average value ν := 1
N

∑N
i=1 νi.

4.1.2. Computation of Laguerre diagrams

This section briefly describes the construction of the modified diagram V(s,ψ) associated to given seed
points s ∈ RdN and weights ψ ∈ RN . We consider the 2d case d = 2 for simplicity, and refer to [80] and the
bibliography therein for further details, including the treatment of the 3d case. The task under scrutiny is
decomposed into two steps.

Step 1: We compute the classical Laguerre diagram Lag(s,ψ) associated to s and ψ.
Several algorithms are available to achieve this task, whose outcome is illustrated on Fig. 6 (a). In

the present article, we rely on the iterative insertion algorithm of Bowyer and Watson proposed in [28,
127], see also [55] – a strategy originally intended to construct Voronoi diagrams (or their dual, Delaunay
triangulations), which can handle more general Laguerre diagrams up to simple adaptations, see [14].

The Bowyer-Watson algorithm proceeds by iterative insertion of the seed points s1, . . . , sN . Each stage

n = 1, . . . , N of the process starts with the datum of the Laguerre diagram Lag(ŝn−1, ψ̂n−1) associated

to the subcollections ŝn−1 := {s1, . . . , sn−1} and ψ̂n−1 := {ψ1, . . . , ψn−1} of seed points and weights, with
an obvious adaptation of this setting in the case n = 1. This diagram is stored under the dual form of a
so-called regular triangulation T n−1 of D, see Fig. 6 (b): the vertices of T n−1 are exactly s1, . . . , sn−1 and
its triangles are those connecting the 3-uples of seed points {si, sj , sk} ⊂ ŝn−1 (with disjoint indices i, j, k)
whose associated cells share a common vertex q. Working with this dual structure is convenient since all
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dual cells (i.e. the triangles of T n−1) have the same number of vertices, whereas storing directly the Laguerre

cells of Lag(ŝn−1, ψ̂n−1) would require a more complicated data structure, since the latter have different
numbers of vertices.

a b c

Figure 6. Computation of the modified Laguerre diagram V(s,ψ) in Section 4.1.2: (a)
“Classical” Laguerre diagram Lag(s,ψ); (b) Associated dual regular triangulation used to
store Lag(s,ψ) internally; (c) Modified diagram V(s,ψ) obtained from Lag(s,ψ) after
clipping each cell Lagi(s,ψ) by the ball with center si and radius

√
ψi.

The algorithm then inserts the seed sn into Lag(ŝn−1, ψ̂n−1), see Fig. 7. To achieve this, one first identifies

the vertices q of Lag(ŝn−1, ψ̂n−1) that are in conflict with the presence of sn, in the sense that they cannot

exist in the updated diagram Lag(ŝn, ψ̂n) because they lie inside the Laguerre cell Lagn(ŝn, ψ̂n) of the new
seed point sn in the latter. Such a conflicting vertex q, defined by the intersection of the three Laguerre
cells attached to the seeds si, sj , sk, is characterized by the following relation:

(4.5) |q− sn| − ψn < Rijk, where Rijk := |q− si|2 − ψi = |q− sj |2 − ψj = |q− sk|2 − ψk.
The equalities featured in (4.5) yield a linear system characterizing the coordinates of q, see also Appendix A.
By solving the latter with the classical Cramer’s formulas, substituting the resulting values into the above
condition and symmetrizing the determinant by row manipulations, (4.5) rewrites:

(4.6) C(si, sj , sk, sn, ψi, ψj , ψk, ψn) :=

∣∣∣∣∣∣∣∣∣∣∣

si,1 si,2 s2
i,1 + s2

i,2 − ψi 1

sj,1 sj,2 s2
j,1 + s2

j,2 − ψj 1

sk,1 sk,2 s2
k,1 + s2

k,2 − ψk 1

sn,1 sn,2 s2
n,1 + s2

n,2 − ψn 1

∣∣∣∣∣∣∣∣∣∣∣
> 0.

One then constructs the cavity Cn−1, defined as the collection of the dual triangles in T n−1 associated to
the vertices in conflict with sn, see the red triangles in Fig. 7 (b). With a small abuse of notations, we use
the same notation for this collection of triangles and the closed subset of D formed by their reunion. It
can be shown that Cn−1 is a connected set containing sn. Hence the identification of Cn−1 starts by finding
one triangle T ∈ T n−1 containing sn, and then proceeds by propagation through the neighbors of T while
they are in conflict with sn, in the sense that (4.6) holds, see Fig. 7 (b). Finally, the triangles in the cavity
Cn−1 are removed from the dual triangulation T n−1, and the new triangles dual to the vertices of the new

Laguerre cell Lagn(ŝn, ψ̂n) are constructed. Each of them connects sn with an edge of the boundary of Cn−1,
see Fig. 7 (c). This procedure is iterated until all the seed points in s have been inserted.

The Bowyer-Watson algorithm crucially hinges on geometric predicates, that is, procedures taking combi-
natorial decisions based on the fulfillment of inequalities between the coordinates of some geometric objects.
Notably, the conflict test (4.6) is based on a predicate; moreover, the aforementioned search for a dual
triangle in Cn−1 containing the inserted seed point sn requires another predicate, measuring the relative
orientation of three points. The implementation of both predicates requires a particular attention, in order
to overcome the lack of precision of standard computer arithmetics. They amount to evaluate the sign of a
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a

b c

Figure 7. Iterative construction of the classical Laguerre diagram Lag(s,ψ) with the
Bowyer-Watson algorithm in Section 4.1.2; (a) Insertion of a new seed sn (in red) into

the diagram Lag(ŝn−1, ψ̂n−1) under construction; (b) Some of the vertices of the current
diagram (in red) cannot exist in the new diagram because they lie inside the Laguerre cell of
the new seed sn; (c) The cavity formed by the associated dual triangles (in red) is removed
and the vertices of the new Laguerre cell are dual to triangles connecting the new seed to
those at the border of the cavity (in green).

polynomial function evaluated at the coordinates of the seed points si and weights ψi. Such a quantity can
be exactly computed at a reasonable computational cost thanks to a combination of different techniques, see
[112, 73] and references therein.

The above Bowyer-Watson procedure also rests on the assumption that the seed points s and the weights
ψ are in a generic configuration (see again Theorem 3.1 and Remark 3.3). In practice, this assumption
guarantees that the determinant in the characterization (4.6) of the dual triangles in the cavity Cn−1 does
not vanish – a situation where sn would lie on the boundary of this cavity, making the procedure invalid.
However, “pathologic” configurations where this determinant vanishes happen in practice, and they require a
specific treatment. For instance, if ψ = 0 (and then Lag(s,ψ) is the Voronoi diagram Vor(s)), the predicate
(4.6) evaluates whether the added seed point sn lies inside the disk circumscribed to the triangle with vertices
si, sj , sk; the determinant in (4.6) then equals zero if the four seed points si, sj , sk, sn are cocyclic. In this
case, two triangulations of the cavity Cn−1 based on sn are possible, and one would need to consistently
choose among them.

One possibility to treat situations where the determinant C(si, sj , sk, sn, ψi, ψj , ψk, ψn) vanishes is to evade
from singular configurations thanks to the symbolic perturbation approach [50]: we conceptually perturb
each weight ψi as ψi + εi, where ε � 1 is a very small parameter, and we consider the expansion of the
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associated determinant in terms of the powers of ε:

(4.7) C(si, sj , sk, sl, ψi + εi, ψj + εj , ψk + εk, ψn + εn) =

∣∣∣∣∣∣∣∣∣∣∣

si,1 si,2 s2
i,1 + s2

i,2 − ψi − εi 1

sj,1 sj,2 s2
j,1 + s2

j,2 − ψj − εj 1

sk,1 sk,2 s2
k,1 + s2

k,2 − ψk − εk 1

sn,1 sn,2 s2
n,1 + s2

n,2 − ψn − εn 1

∣∣∣∣∣∣∣∣∣∣∣
= C(si, sj , sk, sl, ψi, ψj , ψk, ψn)− εi

∣∣∣∣∣∣
sj,1 sj,2 1
sk,1 sk,2 1
sn,1 sn,2 1

∣∣∣∣∣∣+ εj

∣∣∣∣∣∣
si,1 si,2 1
sk,1 sk,2 1
sn,1 sn,2 1

∣∣∣∣∣∣
− εk

∣∣∣∣∣∣
si,1 si,2 1
sj,1 sj,2 1
sn,1 sn,2 1

∣∣∣∣∣∣+ εn

∣∣∣∣∣∣
si,1 si,2 1
sj,1 sj,2 1
sk,1 sk,2 1

∣∣∣∣∣∣ ,
where the second equality follows from the multilinearity of the determinant. In the last expression of the
above right-hand side, the factor of εn does not vanish since according to (G2) the seed points si, sj , sk
are not aligned; hence, using the sign of the leading term in the above expansion in powers of ε results in
a modified predicate which never returns 0 and takes consistent combinatorial decisions in the presence of
degeneracies.

Step 2: Computation of V(s,ψ) by truncation of Lag(s,ψ).
For each i = 1, . . . , N , the ith cell Vi(s,ψ) of the modified diagram V(s,ψ) is obtained by computing

the intersection between its classical counterpart Lagi(s,ψ) with the ball centered at si with radius
√
ψi, as

depicted in Fig. 6 (c). According to Definition 3.3, the boundary of Vi(s,ψ) is composed of line segments
– some of them pertaining to the boundary of the computational domain D, possibly bearing particular
references inherited from the latter – and, occasionally, circular arcs, see Figs. 2 and 5.

As we shall see more precisely in the next Section 5, the mechanical computations involved in the evaluation
of the shape functionals of our optimization problem (P) rely on a discretization of Ω made of convex
polytopes. The latter is constructed via the procedure described in [75]: a number narc is chosen, and each
circular arc is discretized into a polygonal line made of narc line segments and (narc + 1) vertices. The
calculation of the positions of these vertices from the datum of the seed points s is detailed in Appendix A.

4.1.3. Computation of the gradient and of the Hessian matrix of the Kantorovic functional

In Steps 2 and 4 of Algorithm 2, the diagram V(s,ψn) is used to evaluate the entries of the gradient
F(s,ν,ψn) = ∇ψK(s,ν,ψn) and of the Hessian matrix ∇ψF(s,ν,ψn) = ∇2

ψK(s,ν,ψn) of the Kantorovich

functional K(s,ν, ·) at ψn.
These components depend on the measures of the cells |Vi(s,ψn)| of the diagram V(s,ψn) and on the

lengths of their edges eij . Their expressions have been calculated in e.g. [70, 76]; for the sake of completeness,
they are recalled in Appendix B, where an intuitive proof is provided under simplifying assumptions.

4.1.4. Solution mechanism for the linear systems

The calculation of the Newton step pn in Step 5 of Algorithm 2 is based on the solution of the following
linear system with size N ×N :

(4.8) [∇ψF(s,ν,ψn)] pn = −F(s,ν,ψn).

When two-dimensional applications are concerned, featuring a relatively small number N of seed points (say,
N < 105), direct methods such as Gaussian elimination or LDLT factorization are available.

Larger configurations raise the need to use an iterative solver, that takes advantage of the sparse nature
of the matrix involved in (4.8), see again its expression in Appendix B. The Conjugate Gradient algorithm
[67] combined with the simple Jacobi preconditionner (which involves division by the diagonal coefficients)
is an efficient candidate in this perspective.
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When very large problems are considered (where the number N of seed points exceeds 106), yet another
strategy is handful. The latter is based on the fact that the linear system (4.8) corresponds to the discretiza-
tion of a Poisson equation with P1 finite elements. This calls for a multigrid method, that can solve such
a Poisson system in linear time. In our case, the mesh characterizing this discretization is irregular and
we recommend the use of an algebraic multigrid method [48]. Roughly speaking, such a multi-grid method
creates a hierarchy of operators by merging nodes in the graph that corresponds to the non-zero entries of
the sparse matrix. This technique made it possible to solve 3d problems featuring up to 108 points in our
previous works [74, 81].

4.1.5. Stopping criterion

The components of the gradient F(s,ν,ψn) = ∇ψK(s,ν,ψn) of the Kantorovic functional express the
difference between the target cell measures νi and the measures |Vi(s,ψn)| of the cells of the actual version
V(s,ψn) of the diagram. Hence, the supremum norm of this gradient appraises the largest error on the
fulfillment of the cell measure constraint. This geometric interpretation of F(s,ν,ψn) suggests a natural
convergence criterion for Algorithm 2: the Newton procedure is terminated as soon as the largest measure
error is smaller than 1 % of the smallest measure prescription, i.e. when the following inequality is satisfied:

|F(s,ν,ψn)|∞< εNewt, where εNewt = 0.01

(
min

i=1,...,N
νi

)
.

4.1.6. Determination of the descent parameter

The selection of a suitable descent parameter αn for the update of the weight vector ψ in Step 6 of Algorithm 2
deserves a particular attention. Indeed, the invertibility of the Hessian matrix F(s,ν,ψn) of the Kantorovic
functional involved in the linear system (4.8) for the Newton step pn crucially requires that none of the cells
Vi(s,ψ

n) is empty, n = 0, . . . , N , see again the expressions in Appendix B. Hence, the choice of αn must
guarantee that no cell Vi(s,ψ

n+1) in the updated diagram V(s,ψn+1) is empty.
To ensure this property, we rely on the Kitagawa-Mérigot-Thibert strategy, described in Algorithm 3 and

analyzed in [70]: starting from the Newton step αn,0 = 1, the descent parameter is halved until the magnitude
of the gradient F(s,ν,ψn) has sufficiently decreased while the size of the smallest cell in V(s,ψn+1) is larger
than a certain threshold νmin; in practice, we take:

(4.9) νmin =
1

2
min

(
min

i=0,1,...,N
|Vi(s,0)|, min

i=0,1,...,N
νi

)
.

Using the so-computed descent parameter, the convergence of the Newton algorithm Algorithm 2 is proven,
see [70] for the details.

Algorithm 3 Determination of a suitable descent parameter for the update of the weight vector

Input: The current Newton iterate n in Algorithm 2, characterized by the datum of:

• The collection of seed points s = {s1, . . . , sN};
• The current weight vector ψn;
• The current Newton step vector pn;
• The initial guess about the descent parameter αn,0 = 1.

for k = 0, ..., until convergence do

(1) if min
i=0,...,N

|Vi(ψn + αn,kpn)| > νmin and |F(s,ν,ψn + αn,kpn)|≤ (1 − αn,k

2 )|F(s,ν,ψn)| exit

loop
(2) Update the descent parameter as: αn,k+1 = αn,k/2.
(3) Compute the new diagram V(s,ψn + αn,k+1pn)

end for
return Descent parameter αn := αn,k.
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4.2. Smoothing of a diagram by a variant of Lloyd’s algorithm

As we shall describe more extensively in Section 5, the polygonal mesh induced by the diagram V(s,ψ)
representing the shape Ω in our optimal design Algorithm 1 is used, in particular, as the numerical support
for the solution of boundary value problems posed on Ω, by means of the Virtual Element Method. The
accuracy of the latter, like that of any Galerkin-based solution strategy, is tightly related to the “quality”
of this polygonal mesh; intuitively, this notion appraises how close its polygons are from being regular
[117, 116]. Unfortunately, Algorithm 1 does not offer any guarantee about the quality of the cells of the
diagrams V(sn,ψn) at play, and it is necessary to periodically stop the process, say every 3, 4 iterations, to
improve their quality.

One possibility to achieve this goal borrows from the famous Lloyd’s algorithm for Voronoi diagrams [79].
Roughly speaking, the latter produces a “well-shaped” centroidal Voronoi tessellation (i.e. where the seed
point of each cell coincides with its centroid) from an arbitrary initial diagram Vor(s); it proceeds within a
series of iterations, by replacing the seed point si of each cell i = 1, . . . , N by the centroid ci of the latter,
and then computing the new diagram Vor(c). Often, a relaxed version of this procedure is used, whereby
each seed point si is moved towards ci for a short pseudo-time step α ∈ (0, 1).

In our strategy, we rely on a natural extension of this procedure to the present context of Laguerre
diagrams in which the measure of each cell is imposed. This was recently proposed in [42, 43, 128], see also
[27]; it is sketched in Algorithm 4.

Algorithm 4 Smoothing of a diagram with constrained cell measures by a variant of Lloyd’s algorithm

Inputs:

• Diagram V(s0,ψ0) induced by:

- An initial collection of seed points s0 ∈ RN ;
- A given vector ν ∈ RN of cell measures;
- The unique weight vector ψ0 ∈ RN such that each cell Vi(s

0,ψ0) has measure νi.

• Relaxation parameter α ∈ (0, 1).

for n = 0, ..., until convergence do
(1) Calculate the collection cn := {cni }i=1,...,N of the centroids cni ∈ Rd of the cells Vi(s

n,ψn).

(2) Update the seed points as: sn+1 = (1− α)sn + αcn.
(3) Calculate the weight vector ψn+1 guaranteeing that |Vi(sn+1,ψn+1)|= νi for i = 1, . . . , N .
(4) Compute the new diagram V(sn+1,ψn+1).

end for
return Diagram V(sn,ψn) where each cell Vi(s

n,ψn) is “well-shaped” and has measure νi

4.3. Additional operations on diagrams

In this section, we outline two geometric operations on diagrams of the form (3.6) and (3.7) that significantly
improve the efficiency of the shape optimization Algorithm 2.

4.3.1. Resampling of a diagram

As will be exemplified in the numerical examples of Section 7, the optimization of the shape Ωn generally
entails significant changes in its volume through the iterations n = 0, . . . of the process; it is often relevant
to dynamically adjust the number N of cells of the defining diagram V(sn,ψn) according to these changes.

To achieve this, we periodically carry out a simple resampling procedure, at the end of every one iteration
over, say, 3 or 4 of Algorithm 1: a desired average value ν for the measures of the cells of the diagram of the
shape Ωn is given, and we infer the suitable number Nn of cells in the latter via the following relation:

Nn =
Vol(Ωn)

ν
.

We then add or delete seed points from the collection sn to attain this number, according to the following
rules:
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• Seed points si are added inside the regions of Ωn lying far from the boundary of Ωn (so that this
entity is unchanged in the process), where the local cell measures are largest. The measures νi of
the corresponding added cells are set to ν, and the (larger) measures of the neighboring cells are
decreased so that the volume of Ωn is unaltered by this operation.

• The deleted seed points si lie far from ∂Ωn, and they correspond to cells Vi(s
n,ψn) with “small”

measures. Their mass is redistributed to the neighboring cells, so that Vol(Ωn) is unchanged in the
process.

4.3.2. Elimination of material “islands” disconnected from the main structure

As described in Section 4.1.2, some of the edges of the cell in the diagrams V(sn,ψn) produced by Algorithm 1
may bear particular labels, inherited from the boundary ∂D of the computational domain. These notably
serve to identify the regions of ∂Ωn bearing particular boundary conditions in the physical problem at play.
For instance, in the settings of Sections 2.2.1 and 2.2.2, they characterize the regions ΓD and ΓN supporting
homogeneous Dirichlet and inhomogeneous Neumann boundary conditions. In practice, it may be desirable
to remove the components of Ωn that are not connected to any cell bearing such a label. For instance, in
the situation of Section 2.2.2, the regions of Ωn that are not connected to ΓD cause the problem (Elas) to be
ill-posed, since the elastic displacement uΩn is only characterized by this problem up to a rigid-body motion
inside each such material “islands”.

The elimination of these regions is realized thanks to a simple algorithmic procedure, based on the
connectivity of V(sn,ψn). We start by storing into a pile all the indices i ∈ {1, . . . , N} belonging to cells
having one edge bearing the desired label. We then travel the cells of the diagram by propagating through
the neighbors of the elements in the pile, and we thus obtain all the indices of the connected component of
Ωn attached to the label at stake. We eventually discard all the cells (i.e. the associated seed points) in
V(s,ψ) that have not been visited in this process.

5. Mechanical computations on Ω via the Virtual Element Method

In this section, we describe – in 2d for simplicity – the resolution of physical boundary value problems of the
form (Cond) and (Elas) on a polygonal mesh T of the shape Ω. Different numerical methods are available
to achieve this goal. Although they are slightly unusual in the physical contexts at stake in this article,
let us notably mention finite volume methods – see [32] for the treatment of heat conduction problems,
or [69] for linear elasticity –, discontinuous Galerkin methods [31], or the recent Network Element Method
[37, 38]. Here, we rely on the Virtual Element Method, which is an elegant variant of the well-known Finite
Element Method adapted to the solution of boundary value problems on arbitrary polygonal meshes, see e.g.
[12, 15, 39, 57, 120], or [41] for a recent open-source implementation.

After setting notations in Section 5.1, we present this method in Section 5.2 in the context of the 2d
conductivity equation (Cond), where its salient features can be exposed in a relatively non technical manner.
This presentation is not intended to be minimal; rather, it prepares the ground for the treatment of the
linear elasticity system which is discussed next in Section 5.3. Practical implementation details are deferred
to Appendix D.

5.1. Notations

Throughout this section, Ω is a two-dimensional shape equipped with a polygonal mesh T . The latter is
composed of N (closed) elements Ei, i = 1, . . . , N , and M vertices, denoted by qj , j = 1, . . . ,M . Each
polygon E ∈ T is characterized by its nE vertices, which form a subset

{
qEj
}
j=1,...,nE of {qj}j=1,...,M ; these

are numbered in a counterclockwise fashion and we set qE0 := qEnE and qEnE+1 := qE1 , see Fig. 8 (a). We also
introduce the following notation:

• The diameter of E is denoted by hE := supx,y∈E |x− y|.
• For i = 1, . . . , nE − 1, ei is the edge with endpoints qEi and qEi+1; e0 = enE stands for the edge

between qEnE and qE1 .

• For i = 0, . . . , nE , we denote by nei
the unit normal vector to ei, pointing outward E.
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• For i = 1, . . . , nE , we denote by êi the edge between qEi−1 and qEi+1, and by nêi
the unit normal

vector to êi, oriented so that 〈nêi
nej 〉 ≥ 0 for j ∈ {i− 1, i}. A simple calculation shows that

(5.1) |ei−1|nei−1
+ |ei|nei

= |êi|nêi
.

• For any continuous function v : E → R, we denote by

v̄ =
1

nE

nE∑
j=1

v(qEj )

the average of v over the vertices of E; the same notation is used when v is replaced by a vector field
or a tensor field on E.

• Accordingly, qE = (qE1 , q
E
2 ) is the average position of the vertices of E, i.e.

qE =
1

nE

nE∑
j=1

qEj ;

note that qE differs from the centroid of E.
• For any integrable function v : E → R, we denote the average of v over E by

〈v〉 =
1

|E|

∫
E

v(x) dx;

the same notation is used when v is replaced by a vector field or a tensor field on E.
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qE
j

<latexit sha1_base64="WKCt5d1gklOFIM2xHf/6MkzfmT8=">AAAB9XicbVDLSsNAFJ3UV62vqks3g0VwFZJSa5cFNy4r2Ac0sUymN+3YySTMTJQS+h9uXCji1n9x5984fYFaD1w4nHMv994TJJwp7ThfVm5tfWNzK79d2Nnd2z8oHh61VJxKCk0a81h2AqKAMwFNzTSHTiKBRAGHdjC6mvrtB5CKxeJWjxPwIzIQLGSUaCPdeUOiceYFIYZJ775XLDm2MwN27HKlVr6oYXepLEkJLdDoFT+9fkzTCISmnCjVdZ1E+xmRmlEOk4KXKkgIHZEBdA0VJALlZ7OrJ/jMKH0cxtKU0Him/pzISKTUOApMZ0T0UP31puJ/XjfVYc3PmEhSDYLOF4UpxzrG0whwn0mgmo8NIVQycyumQyIJ1Saogglh5eVV0irbbtWu3lRK9coijjw6QafoHLnoEtXRNWqgJqJIoif0gl6tR+vZerPe5605azFzjH7B+vgGJe2SRA==</latexit>

êj

<latexit sha1_base64="tegYVXQIzeMJN/zDQiakKYeybEQ=">AAACBHicbVA9SwNBEN3zM8avqKXNYhCswiVETSnYWEYwRsiFY28zl6zu7R27c2I4rrDxr9hYKGLrj7Dz37j5ENT4YODx3gwz84JECoOu++nMzS8sLi0XVoqra+sbm6Wt7UsTp5pDi8cy1lcBMyCFghYKlHCVaGBRIKEd3JyO/PYtaCNidYHDBLoR6ysRCs7QSn5p10O4wyDMVO5n3oAhzbwgpJD717lfKrsVdwzqVmr1Ru2wQavfyjcpkymafunD68U8jUAhl8yYTtVNsJsxjYJLyIteaiBh/Ib1oWOpYhGYbjZ+Iqf7VunRMNa2FNKx+nMiY5ExwyiwnRHDgfnrjcT/vE6KYaObCZWkCIpPFoWppBjTUSK0JzRwlENLGNfC3kr5gGnG0eZWtCHMvDxLLmuV6lHl6LxePqlP4yiQXbJHDkiVHJMTckaapEU4uSeP5Jm8OA/Ok/PqvE1a55zpzA75Bef9C38tmJ0=</latexit>nêj<latexit sha1_base64="rmYsWJh6KJoTtWpeOC8KKb3ReC4=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0mkVI8FLx4r2FZoQ9lsJ+3azSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqObR4LGN9HzADUihooUAJ94kGFgUSOsH4euZ3HkEbEas7nCTgR2yoRCg4Qyv1eghPGIQZTPsP/XLFrbpz0FXi5aRCcjT75a/eIOZpBAq5ZMZ0PTdBP2MaBZcwLfVSAwnjYzaErqWKRWD8bH7zlJ5ZZUDDWNtSSOfq74mMRcZMosB2RgxHZtmbif953RTDKz8TKkkRFF8sClNJMaazAOhAaOAoJ5YwroW9lfIR04yjjalkQ/CWX14l7YuqV6/Wb2uVRi2Po0hOyCk5Jx65JA1yQ5qkRThJyDN5JW9O6rw4787HorXg5DPH5A+czx+M5ZH+</latexit>ej

<latexit sha1_base64="3qbn/JABMPEN/vJe80lHKcFSyFM=">AAAB+3icbVBNS8NAEN34WetXrEcvwSJ4sSRSqseCCB4r2A9oY9hsN+3azSbuTqQl5K948aCIV/+IN/+N2zYHbX0w8Hhvhpl5fsyZAtv+NlZW19Y3Ngtbxe2d3b1986DUUlEiCW2SiEey42NFORO0CQw47cSS4tDntO2PrqZ++4lKxSJxB5OYuiEeCBYwgkFLnlnqAR2DH6SPmZc+nDnZ/bVnlu2KPYO1TJyclFGOhmd+9foRSUIqgHCsVNexY3BTLIERTrNiL1E0xmSEB7SrqcAhVW46uz2zTrTSt4JI6hJgzdTfEykOlZqEvu4MMQzVojcV//O6CQSXbspEnAAVZL4oSLgFkTUNwuozSQnwiSaYSKZvtcgQS0xAx1XUITiLLy+T1nnFqVVqt9VyvZrHUUBH6BidIgddoDq6QQ3URASN0TN6RW9GZrwY78bHvHXFyGcO0R8Ynz8WrZRw</latexit>

qE
j�1

<latexit sha1_base64="Dr63AX8b86QmNUSTRcGcDhzlE7Q=">AAAB+3icbVBNS8NAEN34WetXrEcvwSIIQkmkVI8FETxWsB/QxrDZbtq1m03cnUhLyF/x4kERr/4Rb/4bt20O2vpg4PHeDDPz/JgzBbb9baysrq1vbBa2its7u3v75kGppaJEEtokEY9kx8eKciZoExhw2oklxaHPadsfXU399hOVikXiDiYxdUM8ECxgBIOWPLPUAzoGP0gfMy99OHOy+2vPLNsVewZrmTg5KaMcDc/86vUjkoRUAOFYqa5jx+CmWAIjnGbFXqJojMkID2hXU4FDqtx0dntmnWilbwWR1CXAmqm/J1IcKjUJfd0ZYhiqRW8q/ud1Ewgu3ZSJOAEqyHxRkHALImsahNVnkhLgE00wkUzfapEhlpiAjquoQ3AWX14mrfOKU6vUbqvlejWPo4CO0DE6RQ66QHV0gxqoiQgao2f0it6MzHgx3o2PeeuKkc8coj8wPn8AE52Ubg==</latexit>

qE
j+1

<latexit sha1_base64="lHxrPmtUtvSU+pN8q9IfH7C/jIY=">AAAB/3icbVBNS8NAEN3Ur1q/qoIXL4tF8FQSKdVjwYvHClaFpoTNdqJrN5uwOxFLzMG/4sWDIl79G978N25rDn49GHi8N8PMvDCVwqDrfjiVmdm5+YXqYm1peWV1rb6+cWaSTHPo8UQm+iJkBqRQ0EOBEi5SDSwOJZyHo6OJf34D2ohEneI4hUHMLpWIBGdopaC+5SPcYhjlqgjy3A8jCkVwXQT1htt0p6B/iVeSBinRDerv/jDhWQwKuWTG9D03xUHONAouoaj5mYGU8RG7hL6lisVgBvn0/oLuWmVIo0TbUkin6veJnMXGjOPQdsYMr8xvbyL+5/UzjA4HuVBphqD416IokxQTOgmDDoUGjnJsCeNa2Fspv2KacbSR1WwI3u+X/5Kz/abXbrZPWo1Oq4yjSrbJDtkjHjkgHXJMuqRHOLkjD+SJPDv3zqPz4rx+tVaccmaT/IDz9gnOWpaU</latexit>nej

a

<latexit sha1_base64="6PTiCpynfALxlOqeMDwhrbVL1g0=">AAAB6HicdZDLSsNAFIZP6q3WW9Wlm8EiuCpJG9suCyK4bMFeoA1lMp20o5NJmJkIJfQJ3LhQxK2P5M63cdJWUNEfBj7+cw5zzu/HnClt2x9Wbm19Y3Mrv13Y2d3bPygeHnVVlEhCOyTikez7WFHOBO1opjntx5Li0Oe0599dZvXePZWKReJGz2LqhXgiWMAI1sZqX42KJbtsO9WLah0ZsCt1t7EAp1atIcdAphKs1BoV34fjiCQhFZpwrNTAsWPtpVhqRjidF4aJojEmd3hCBwYFDqny0sWic3RmnDEKImme0Gjhfp9IcajULPRNZ4j1VP2uZeZftUGig4aXMhEnmgqy/ChIONIRyq5GYyYp0XxmABPJzK6ITLHERJtsCiaEr0vR/9CtlJ1a2W27paa7iiMPJ3AK5+BAHZpwDS3oAAEKD/AEz9at9Wi9WK/L1py1mjmGH7LePgHohIz8</latexit>

E
<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•

<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•
<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•

<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•
<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•

<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•
<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•

<latexit sha1_base64="Rbzy8D8McYdx1tdGH1d4NJjHpAE=">AAAB7nicdZDLSgNBEEVr4ivGV9Slm8YguAozyZhkGXDjMoJ5QDKEnk5N0qTnQXePEEI+wo0LRdz6Pe78G3uSCCp6oeFwq4quun4iuNK2/WHlNja3tnfyu4W9/YPDo+LxSUfFqWTYZrGIZc+nCgWPsK25FthLJNLQF9j1p9dZvXuPUvE4utOzBL2QjiMecEa1sboDPxUC9bBYssu2U72q1okBu1J3G0twatUacQxkKsFarWHxfTCKWRpipJmgSvUdO9HenErNmcBFYZAqTCib0jH2DUY0ROXNl+suyIVxRiSIpXmRJkv3+8SchkrNQt90hlRP1O9aZv5V66c6aHhzHiWpxoitPgpSQXRMstvJiEtkWswMUCa52ZWwCZWUaZNQwYTwdSn5HzqVslMru7duqemu48jDGZzDJThQhybcQAvawGAKD/AEz1ZiPVov1uuqNWetZ07hh6y3T8eoj9c=</latexit>•
<latexit sha1_base64="txKGvdi34xnw4LWyYuvoNk9tRpQ=">AAAB9XicdZDLSgMxFIYz9VbrrerSTbAIrspMW6ddFkRwWcFeoJ2WTJppQzMXkzNqGfoeblwo4tZ3cefbmGkrqOgPgY//nMM5+d1IcAWm+WFkVlbX1jeym7mt7Z3dvfz+QUuFsaSsSUMRyo5LFBM8YE3gIFgnkoz4rmBtd3Ke1tu3TCoeBtcwjZjjk1HAPU4JaKvfA3YPrpfczAZW/2KQL5hF0yqflatYg1mqVmpzsOyyjS0NqQpoqcYg/94bhjT2WQBUEKW6lhmBkxAJnAo2y/VixSJCJ2TEuhoD4jPlJPOrZ/hEO0PshVK/APDc/T6REF+pqe/qTp/AWP2upeZftW4MXs1JeBDFwAK6WOTFAkOI0wjwkEtGQUw1ECq5vhXTMZGEgg4qp0P4+in+H1qlomUX7atKoV5ZxpFFR+gYnSILVVEdXaIGaiKKJHpAT+jZuDMejRfjddGaMZYzh+iHjLdP5OeSwA==</latexit>

qE
1

<latexit sha1_base64="Puli5SHHHir963kqgyorEF6tHII=">AAAB9XicdZDLSgMxFIYz9VbrrerSTbAIrspMW6ddFkRwWcFeoJ2WTJppQzMXkzNqGfoeblwo4tZ3cefbmGkrqOgPgY//nMM5+d1IcAWm+WFkVlbX1jeym7mt7Z3dvfz+QUuFsaSsSUMRyo5LFBM8YE3gIFgnkoz4rmBtd3Ke1tu3TCoeBtcwjZjjk1HAPU4JaKvfA3YPrpfczAal/sUgXzCLplU+K1exBrNUrdTmYNllG1saUhXQUo1B/r03DGnsswCoIEp1LTMCJyESOBVsluvFikWETsiIdTUGxGfKSeZXz/CJdobYC6V+AeC5+30iIb5SU9/VnT6BsfpdS82/at0YvJqT8CCKgQV0sciLBYYQpxHgIZeMgphqIFRyfSumYyIJBR1UTofw9VP8P7RKRcsu2leVQr2yjCOLjtAxOkUWqqI6ukQN1EQUSfSAntCzcWc8Gi/G66I1YyxnDtEPGW+f5m2SwQ==</latexit>

qE
2

<latexit sha1_base64="D0g01Cg6WPwZj7J0wcjvorpunyU=">AAAB9XicdZDLSgMxFIYz9VbrrerSTbAIrspMp067LIjgsoK9QDstmTTThmYuJmfUMvQ93LhQxK3v4s63Mb0IKvpD4OM/53BOfi8WXIFpfhiZldW19Y3sZm5re2d3L79/0FRRIilr0EhEsu0RxQQPWQM4CNaOJSOBJ1jLG5/P6q1bJhWPwmuYxMwNyDDkPqcEtNXrArsHz09vpn27d9HPF8yiadlndgVrMEuVcnUOlmM72NIwUwEtVe/n37uDiCYBC4EKolTHMmNwUyKBU8GmuW6iWEzomAxZR2NIAqbcdH71FJ9oZ4D9SOoXAp673ydSEig1CTzdGRAYqd+1mflXrZOAX3VTHsYJsJAuFvmJwBDhWQR4wCWjICYaCJVc34rpiEhCQQeV0yF8/RT/D81S0XKKzlW5UCsv48iiI3SMTpGFKqiGLlEdNRBFEj2gJ/Rs3BmPxovxumjNGMuZQ/RDxtsn5/OSwg==</latexit>

qE
3
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Figure 8. (a) One polygonal element E ∈ T ; (b) Graph of the basis function ζ1, attached
to vertex qE1 (see Section 5.2.2).

5.2. The virtual element method for the 2d conductivity equation

This section deals with the implementation of the Virtual Element Method for the solution of the conductivity
equation equipped with homogeneous Dirichlet boundary conditions:

(Cond)

{
−div(γ∇u) = f in Ω,

u = 0 on ∂Ω,

where the sought function u ∈ H1
0 (Ω) is denoted without reference to the (fixed) domain Ω in this section,

the right-hand side f ∈ L2(Ω) stands for a source term, and the conductivity γ is assumed to be a positive
constant. Our presentation relies on the pedagogic article [120], see also [15]. We provide a general overview
of the method in Section 5.2.1 before focusing on the definition of the local space of discrete functions in
Section 5.2.2.
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5.2.1. General presentation of the method

Like the Finite Element Method (see e.g. [36]), the Virtual Element Method leverages the variational
formulation (2.2) of (Cond), which reads:

(5.2) Search for u ∈ V s.t. ∀v ∈ V, a(u, v) = `(v).

Here, the functional space V is H1
0 (Ω), and we have posed:

(5.3) ∀u, v ∈ V, a(u, v) = γ

∫
Ω

∇u · ∇v dx and `(v) =

∫
Ω

fv dx.

The discretization of (5.2) relies on a finite-dimensional subspace WT of V ; the numerical approximation
uT ∈ WT of u is sought as the solution to the problem:

(5.4) Search for uT ∈ WT s.t. ∀v ∈ WT , a(uT , v) = `(v).

The space WT is defined by:

(5.5) WT =
{
u ∈ C(Ω) and u|E ∈ W(E) for all E ∈ T

}
,

where for each element E ∈ T , W(E) is a local space of functions on E whose definition is the topic of
the next Section 5.2.2. For the moment, let us solely mention that the dimension of WT coincides with
the number M of vertices in the mesh T , and that the values of functions u ∈ WT at the vertices qj ,
j = 1, . . . ,M are the degrees of freedom of the discretization. We introduce a basis {ϕk}k=1,...,M of WT as
follows: for k = 1, . . . ,M , the function ϕk ∈ WT is attached to the vertex qk in the sense that:

(5.6) ∀l = 1, . . . ,M, ϕk(ql) =

{
1 if k = l,
0 otherwise.

By writing the decomposition uT =
∑M
l=1 ulϕl of the sought function uT on this basis, and using v = ϕk

as test function in (5.4) for k = 1, . . . ,M , the problem (5.2) and (5.3) boils down to the following M ×M
linear system:

(5.7) KT UT = FT ,

where UT := (u1, . . . , uM ) ∈ RM , and the entries of the stiffness matrix KT ∈ RM×M and force vector
FT ∈ RM are given by:

(5.8) KT ,kl = a(ϕl, ϕk), and FT ,k = `(ϕk), k, l = 1, . . . ,M.

The integrals defining these quantities are sums of contributions from each element E ∈ T , i.e.

(5.9) a(ϕl, ϕk) =
∑
E∈T

aE(ϕl, ϕk), where aE(u, v) := γ

∫
E

∇u · ∇v dx, and

FT ,k =
∑
E∈T

`E(ϕk), where `E(v) :=

∫
E

fv dx.

Hence, the assembly of (5.7) is realized by calculating the local, element-wise contributions aE(ϕl, ϕk),
`E(ϕk) to the entries KT ,kl of the global stiffness matrix and FT ,k of the global force vector, respectively.
These computations are discussed in the next Section 5.2.2 and Appendix D.

5.2.2. The local space W(E) attached to an element E ∈ T
Throughout this section, E is a given polygon in T ; we define W(E) as the space of functions u : E → R
satisfying the following properties:

• The restriction u|e : e→ R of u to any edge e of E is affine;
• The differential operator of (Cond) cancels u, i.e. −div(γ∇u) = −γ∆u = 0 in E.

Obviously, the functions u ∈ W(E) are uniquely determined by their values at the vertices qEj of E, j =

1, . . . , nE ; in particular, W(E) has dimension nE and it contains the space P(E) of affine functions on E:

P(E) :=
{
u(x) = a+ 〈b,x〉, a ∈ R, b ∈ R2

}
.
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We then define a basis {ζi}i=1,...,nE of W(E) as follows: for i = 1, . . . , nE , ζi is the unique function in W(E)
such that:

(5.10) ζi(q
E
j ) =

{
1 if i = j,
0 otherwise.

Observe that the dependency of the functions ζi on the actual element E is omitted for notational simplicity.

Remark 5.1.

• Several definitions of W(E) are actually possible, all of them leading to discrete functions u ∈ WT
whose degrees of freedom are their values at the vertices of T . In fact, a careful selection of W(E)
may significantly ease the numerical implementation, see for instance Appendix D.3 for an alternative
definition of the behavior of functions u ∈ W(E) inside E which lends itself to an easier evaluation
of integrals of the form

∫
E
uv dx, u, v ∈ W(E), or the appendix in [57] for another definition which

is better adapted to the evaluation of quadrature formulas in the 3d elasticity setting.
• Higher-order versions ofW(E), featuring higher degree polynomials, could also be considered, leading

to higher-order approximations uT of u.

With these notations, the global basis functions ϕk defined in (5.6) can be expressed in terms of the local
functions ζi; more precisely:

∀k = 1, . . . ,M, E ∈ T , ϕk|E=

{
ζi if there exists i ∈

{
1, . . . , nE

}
s.t. qEi = qk,

0 otherwise.

As a result, the computation of the entries of the stiffness matrix KT and force vector FT in (5.9) boils down
to that of the local building blocks

(5.11) KE
ij := aE(ζi, ζj) and FEi := `E(ζi), i, j = 1, . . . , nE .

Unfortunately, no explicit expression of the ζi is available to realize these computations; the key idea of
the Virtual Element Method is to take advantage of the definition of W(E) to approximate them with a
computation which uses the sole property (5.10). To achieve this, let us introduce:

• The subspace WR(E) ⊂ P(E) of constant functions on E:

WR(E) := span {m1} , where m1(x) = 1.

• The subspace WC(E) ⊂ P(E) of functions with zero mean value over the vertices of E:

WC(E) := {u ∈ P(E), u = 0} ,
which is spanned by the functions

m2(x) = x1 − qE1 , and m3(x) = x2 − qE2 .
It is easily seen that P(E) is the direct sum of WR(E) and WC(E):

P(E) =WR(E)⊕WC(E).

We next introduce projection operators πR and πC onto WR(E) and WC(E), respectively: for any (smooth
enough) function v : E → R, πRv ∈ WR(E) and πCv ∈ WC(E) are respectively defined by:

πRv(x) = v, and πCv(x) = 〈∇v〉 · (x− qE).

With these notations, the following relations are easily verified:

∀c ∈ WC(E), πRc = 0, πCc = c and ∀r ∈ WR(E), πCr = 0, πRr = r.

We finally define the projection πP :W(E)→ P(E) onto affine functions by:

(5.12) πPv = πCv + πRv.

The following lemma draws elementary, albeit crucial properties of these objects.

Lemma 5.1. The following facts hold true:

(i) The operators πR and πC are the “orthogonal projections” from W(E) onto WR(E) and WC(E),
respectively, in the sense of the bilinear form aE(·, ·):

∀r ∈ WR(E), c ∈ WC(E), v ∈ W(E), aE(r, v) = 0 and aE(c, v − πCv) = 0.
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(ii) The following decomposition of aE(·, ·) holds true:

(5.13) ∀u, v ∈ W(E), aE(u, v) = aE(πCu, πCv) + aE(u− πPu, v − πPv).

Proof. (i) The first relation is obvious since functions in WR(E) are constant on E. The second one arises
from the fact that the gradient ∇c of any function c ∈ WC(E) is constant over E:

aE(c, v − πCv) = γ∇c ·
(∫

E

(∇v −∇(πCv)) dx

)
= γ∇c ·

(
|E|〈∇v〉 − |E|〈∇v〉

)
= 0.

(ii) A straightforward calculation based on the identities in (i) yields:

aE(u, v) = aE(πRu+ πCu+ (u− πPv), πRv + πCv + (v − πPv))

= aE(πCu+ (u− πPv), πCv + (v − πPv))

= aE(πCu, πCv) + aE(u− πPv, v − πPv).

�

Let us now note that (5.13) gives rise to a decomposition of the local stiffness matrix KE ∈ RnE×nE

in
(5.11) into two terms:

KE = PE + SE .

Here, the matrices PE and SE ∈ RnE×nE

are defined by:

∀i, j = 1, . . . , nE , PEij = aE(πCζi, πCζj) and SEij = aE(ζi − πPζi, ζj − πPζj).

The entries of the matrix PE can be calculated exactly; indeed, the projection πCu of a function u ∈ W(E)
has coefficients over the basis {mα}α=1,2,3 that can be calculated solely from the values of u at the vertices
of E, see Appendix D.1 about this fact.

On the other hand, the second term aE(u − πPu, v − πPv) in the right-hand side of (5.13) (associated
to SE) appraises the behavior of aE(·, ·) on those functions in W(E) that are not affine. It is not easily

computed, and it is therefore replaced by another bilinear form s̃E (and matrix S̃E) which can be calculated
just from the values of u and v at the vertices of E (see Appendix D.1 about this calculation):

s̃E(u− πPu, v − πPv), where s̃E(w, z) := αE
nE∑
i=1

w(qEi )z(qEi ),

and αE is a constant which is chosen so that s̃E scale as aE upon refinement of the mesh T ; in this simple
case, we take αE = 1.

This replacement gives rise to the modified bilinear form ãE(·, ·) given by:

∀u, v ∈ W(E), ãE(u, v) = aE(πCu, πCv) + s̃E(u− πPu, v − πPv).

It guarantees the so-called polynomial consistency of ãE with aE (or “patch test” in engineering): ãE(u, v)
and aE(u, v) coincide when at least one of the functions u or v belongs to P(E). Indeed,

∀p ∈ P(E), v ∈ W(E), ãE(p, v) = aE(πCp, πCv)

= aE(πCp, v),

= aE(p, v).

This method can be proved to be convergent, see [39]. Intuitively, it behaves at least as well as if only linear
polynomials were the only basis functions on each element.

Remark 5.2. The strategy illustrated in this section can be adapted to the solution of eigenvalue problems
of the form (2.4), see [59]. The main additional operation required to achieve this purpose is the assembly of
the mass matrix, which is described in Appendix D.3.
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5.3. Resolution of the linear elasticity system with the Virtual Element Method

In this section, whose presentation is based on [18, 57], we briefly describe how the strategy presented
in the previous Section 5.2 can by adapted to deal with the solution of the 2d linear elasticity system.
To emphasize the similarities between the treatments of both situations, we use the same notations for
corresponding quantities when no confusion is possible.

Let us recall the setting of Section 2.2.2: the boundary of the shape Ω is decomposed into three disjoint
regions ΓD, ΓN , Γ, where ΓD is a clamping area, ΓN is the support of external loads g : ΓN → R2 and Γ
is effort-free. Assuming the presence of body forces f : Ω → R2, the elastic displacement u : Ω → R2 is the
unique solution in H1

ΓD
(Ω)2 to the boundary value problem:

(Elas)


−div(Ae(u)) = f in Ω,

u = 0 on ΓD,
Ae(u)n = g on ΓN ,
Ae(u)n = 0 on Γ.

The associated variational formulation reads, see (2.6):

Search for u ∈ V s.t. ∀v ∈ V, a(u,v) = `(v), where V = H1
ΓD

(Ω)2,

a(u,v) =

∫
Ω

Ae(u) : e(v) dx, and `(v) =

∫
Ω

f · v dx +

∫
ΓN

g · v ds.

As described in Section 5.2.1, the cornerstone of the development of the Virtual Element Method lies in
the definition of the local space of discrete functions W(E) and the assembly of the local stiffness matrix

KE ∈ R2nE×2nE

attached to a given polygon E in T . The local space W(E) reads:

W(E) =
{

u : E → R2, u is affine on each edge of ∂E and − div(Ae(u)) = 0
}
.

Again, an element u ∈ W(E) is uniquely determined by its values at the vertices qEj , j = 1, . . . , nE of E and

W(E) has dimension 2nE . Besides, W(E) contains the space P(E) of affine functions, given by:

P(E) :=
{
u(x) = a +Bx, a ∈ R2, B ∈ R2×2

}
.

Let us introduce the natural basis {ζj}j=1,...,2nE of W(E), defined by, for i = 1, . . . , nE :

(5.14) ζ2i−1(qEi ) =

(
1
0

)
, and ζ2i−1(qEj ) =

(
0
0

)
for j 6= i;

(5.15) ζ2i(q
E
i ) =

(
0
1

)
, and ζ2i(q

E
j ) =

(
0
0

)
for j 6= i.

In a similar state of mind as in Section 5.2, among the elements in P(E), we shall distinguish the rigid-body
motions u ∈ WR(E), whose strain e(u) equals 0, and the fields u ∈ WC(E) with constant strain e(u);
precisely:

• The subspace WR(E) ⊂ P(E) of rigid-body motions is defined by

WR(E) :=
{
a +M(x− q̄E), a ∈ R2, M ∈ R2×2, MT = −M

}
;

it is spanned by the three vector fields:

(5.16) r1(x) =

(
1
0

)
, r2(x) =

(
0
1

)
and r3(x) =

(
−(x2 − qE2 )

x1 − qE1

)
.

• The subspace WC(E) ⊂ P(E) of vector fields with constant strain is defined by

WC(E) :=
{
S(x− qE), S ∈ R2×2, ST = S

}
;

it is spanned by the three vector fields:

(5.17) c1(x) =

(
x1 − qE1

0

)
, c2(x) =

(
0

x2 − qE2

)
and c3(x) =

(
x2 − qE2
x1 − qE1

)
.
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Again, it is easily verified that P(E) is the direct sum of WR(E) and WC(E):

P(E) =WR(E)⊕WC(E).

We next define the projections πR and πC from W(E) onto WR(E) and WC(E), respectively.

• For any (smooth enough) vector field u : E → R2, πRu ∈ WR(E) is defined by:

πRu(x) = ū + 〈ω(u)〉
(
−(x2 − qE2 )

x1 − qE1

)
, x ∈ E;

where ω(u) := 1
2

(
∂u2

∂x1
− ∂u1

∂x2

)
is (half) the scalar curl of u.

• For any (smooth enough) vector field u : E → R2, πCu ∈ WC(E) is defined by:

πCu(x) = 〈e(u)〉(x− qE).

The following relations are then easily verified:

∀r ∈ WR(E), πCr = 0, πRr = r, and ∀c ∈ WC(E), πRc = 0, πCc = c.

From these data, we define the projection operator πP onto affine functions in P(E) by:

(5.18) πPu = πCu + πRu.

The next lemma is the counterpart of Lemma 5.1 in the present linear elasticity setting; its very similar
proof is omitted for brevity.

Lemma 5.2. The following facts hold true:

(i) The operators πR and πC are the “orthogonal projections” from W(E) onto WR(E) and WC(E),
respectively, in the sense of the bilinear form aE(·, ·):

∀r ∈ WR(E), c ∈ WC(E), v ∈ W(E), aE(r,v) = 0 and aE(c,v − πCv) = 0.

(ii) The following decomposition of aE(·, ·) holds:

(5.19) ∀u,v ∈ W(E), aE(u,v) = aE(πCu, πCv) + aE(u− πPu,v − πPv).

Let us now discuss the calculation of the local stiffness matrix

KE ∈ R2nE×2nE

, KE
ij = a(ζi, ζj), i, j = 1, . . . , 2nE .

Like in Section 5.2.2, (5.19) induces a convenient decomposition KE into two blocks:

KE = PE + SE , PE , SE ∈ R2nE×2nE

.

Here,

• The first term in the right-hand side of (5.19) gives rise to the matrix PE ∈ R2nE×2nE

defined by:

∀i, j = 1, . . . , 2nE , PEij = aE(πCζi, πCζj),

which roughly speaking corresponds to the block of KE over P(E). The entries of PE can be
calculated exactly, since the coefficients of the projection πCu of a vector field u ∈ W(E) in the
basis {cα}α=1,2,3 can be calculated from the values of u at the vertices of E, see Appendix D.2.

• The second term in the right-hand side of (5.19) appraises the behavior of the bilinear form aE(·, ·)
over those functions in W(E) that are not affine. Again, this second block is replaced by a suitable
quantity which can be calculated just from the values of u and v at the vertices of E.

As the result of these considerations, we replaced the local bilinear form aE(·, ·) with

ãE(u,v) = aE(πCu, πCv) + s̃E(u− πPu,v − πPv), where s̃E(u,v) = αE
n∑
i=1

u(qi) · v(qi),

and the coefficient αE depends on the element E so that s̃E scale as aE upon refinement of the mesh T .
The implementation details of this methodology are presented in Appendix D.2.
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6. Sensitivity of a shape functional with respect to seed points and volume fractions

In this section, we return to our main purpose of solving the shape and topology optimization problem

(P) min
Ω
J(Ω) s.t. G(Ω) = 0,

where J(Ω) and G(Ω) depend on Ω via the solution uΩ to a boundary value problem such as (Cond) or
(Elas). We describe how the shape derivative of a general objective function J(Ω) (or similarly, that of a
general constraint function G(Ω)) can be expressed in terms of the defining variables of a diagram V(s,ψ)
representing Ω in the sense that (3.6) holds. In this perspective, in Section 6.1, we first deal with the
discretization of J(Ω) into a function J(q) of the vertices q ∈ RdM of the diagram, and we expose how
the theoretical expression of the shape derivative J ′(Ω)(θ) allows to calculate the gradient ∇qJ(q) of this

discrete function. As we have mentioned, J(q) (resp. G(q)) in turn induces a function J̃(s,ν) (resp. G̃(s,ν))
of the seed points s ∈ RdN and cell measures ν ∈ RN of the diagram V(s,ψ). This gives rise to our discrete
shape and topology optimization problem:

(P-disc) min
(s,ν)

J̃(s,ν) s.t. G̃(s,ν) = 0.

We explain in Section 6.2 how the sensitivities ∇sJ̃(s,ν) and ∇ν J̃(s,ν) of J(Ω) with respect to the param-
eters (s,ν) of the diagram for Ω can be inferred from the gradient ∇qJ(q). In Section 6.3, we recall the
Hilbertian trick, which allows among other things to smooth these sensitivities in a consistent manner. This
procedure is also a key algorithmic component of the constrained optimization algorithm used to tackle (P),
that we finally describe in Section 6.4.

Notation. In this section, the shape Ω ⊂ Rd is described by a modified diagram V(s,ψ) of the form (3.6)
and (3.7). We consider a generic function J(Ω) of Ω, standing for either the objective or a constraint in
(P). To simplify the presentation and without loss of generality, we shall sometimes assume that the space
dimension d equals 2, and that J(Ω) is of the form

(6.1) J(Ω) =

∫
Ω

j(uΩ) dx,

where j : R→ R is a smooth function, satisfying adequate growth conditions, and uΩ is the solution to the
conductivity equation (Cond). As we have hinted at, J(Ω) induces several discrete versions, one depending
on the vertices q of the diagram, that we shall denote by J(q) with a small abuse of notation, and in turn,

another function J̃(s,ν), depending on the seed points s and the cell measures ν.

6.1. Discretization and differentiation of J(Ω) in terms of the vertices of a diagram for Ω

In this section, we discuss the discretization of the shape functional J(Ω) as a function J(q) of the vertices
q ∈ RdM of the diagram V(s,ψ) representing Ω as (3.6) and the calculation of the gradient ∇qJ(q).

As we have mentioned, in our applications, J(Ω) depends on Ω via the solution uΩ to a boundary value
problem posed on Ω, see e.g. (6.1). The latter is solved along the lines of Section 5 by applying the Virtual
Element Method on the polygonal mesh T resulting from the discretization of the diagram V(s,ψ), see
Section 4. The discrete solution is a function of the vertices q of the mesh T , and it gives rise in turn to a
discrete objective function J(q) once the formula (6.1) is discretized by suitable quadrature formulas. In the
present work, we rely on very basic expressions, which are exemplified in the forthcoming discussion. More
elaborate rules are available in the context of general polygonal elements [34, 115]; for brevity, we do not
emphasize on this classical, albeit technical issue.

The calculation of the gradient ∇qJ(q) is a slightly more delicate issue. It falls under the “discretize-then-
optimize” setting, in which the derivatives of the discrete quantities of interest are used [100]; several methods
can be used to achieve this goal. One convenient practice relies on automatic differentiation, see e.g. [85] for
an introduction in the shape optimization context. In a nutshell, the gradient of the mapping q 7→ J(q) can
be calculated concurrently with its evaluation by leveraging adequate data structures and by implementing
all the constituent operations of the evaluation pipeline (including the assembly and inversion of the stiffness
matrix involved in calculations by the Virtual Element Method) together with their derivatives. This elegant
framework is unfortunately very stringent, and it is not always compatible with realistic applications where
the mechanical solver is used in a black-box fashion.
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When automatic differentiation of J(q) is not available, the computation of ∇qJ(q) can be realized “by
hand”. In fact, the derivatives of the aforementioned building blocks of the evaluation of q 7→ J(q) can be
calculated explicitly, in principle. Even though this strategy could be adopted in our context, it is still very
intrusive as it requires a complete knowledge of the mechanical solver, notably.

For this reason, we consider yet another option, borrowing from the “optimize-then-discretize” paradigm
in optimal design, which mainly relies on the continuous formula for the shape derivative J ′(Ω)(θ). More
precisely, we leverage an elegant remark from [19]: the sensitivity ∂J

∂qi
(q)(hi) of J(q) to a perturbation of

the ith vertex qi in the direction hi ∈ Rd can be approximated by evaluating (a discretization of) the volume
form of the continuous shape derivative θ 7→ J ′(Ω)(θ) with the particular deformation field θ = ϕihi, where
ϕi is the unique function in the discrete space WT given by (5.5) taking the value 1 at vertex i and 0
elsewhere, see (5.6):

∂J

∂qi
(q)(hi) = J ′(Ω)(ϕihi), where ϕi ∈ WT is defined by: ϕi(qj) =

{
1 if i = j,
0 otherwise.

In a nutshell, this practice is legitimated by the fact that the theoretical formula for the volume form of
J ′(Ω)(θ) can be obtained by the exact same adjoint-based trail as that for the discrete derivative ∂J

∂qi
(q)(hi).

We refer to e.g. [62] and §2.9 in [64] for related discussions about the (non) commutation of discretization
and differentiation in optimal design.

In order to describe this possibility more precisely, let us assume that the shape derivative J ′(Ω)(θ) is
available under the following volume form (2.9):

J ′(Ω)(θ) =

∫
Ω

(tΩ · θ + SΩ : ∇θ) dx, for some tΩ : Ω→ Rd and SΩ : Ω→ Rd×d,

and let us suppose for a moment that the fields tΩ and SΩ are given approximate, discrete counterparts tT
and ST that are constant in restriction to each element E ∈ T :

(6.2) J ′(Ω)(θ) ≈ J ′T (θ) :=

∫
Ω

(tT · θ + ST : ∇θ) dx.

The gradient of J(q) with respect to the coordinates of the ith vertex of the mesh is then approximated as:

∇qi
J(q) ≈

 J ′T (θ1
i )

...
J ′T (θdi )

 ,

where for k = 1, . . . , d, θki ∈ Wd
T is the unique vector-valued discrete function such that:

(6.3) θki (qj) = ek if i = j and 0 otherwise.

The aforementioned approximations of tΩ, SΩ by tT and ST can be realized in various ways. For instance
one could use the simple formulas:

tT |E=
1

nE

nE∑
j=1

tΩ(qEj ), and ST |E=
1

nE

nE∑
j=1

SΩ(qEj ),

where we have used the notations of Section 5.1.
When SΩ involves the gradient of the state function uΩ, say for instance SΩ = γ∇uΩ ⊗∇uΩ, one could

also make the approximation:

ST |E= γE∇(πPu)⊗∇(πPu), where γE :=
1

nE

nE∑
j=1

γ(qEj ),

and πP is the projector over first-order polynomial functions in P(E), defined in (5.18).
In any event, the integrals featured in the quantities J ′T (θki ) can be naturally decomposed as sums of

integrals running over the elements E of the mesh T :

J ′T (θki ) =
∑
E∈T

(
tT |E ·tE(θki ) + ST |E : SE(θki )

)
,
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where the vectors tE(θki ) and matrices SE(θki ) are defined by:

tE(θki ) =

∫
E

θki dx and of the matrices SE(θki ) =

∫
E

∇θki dx.

These basic ingredients can be calculated or approximated in explicit terms of the physical characteristics
of the element E. For instance, in the case where the space dimension d equals 2, we approximate tE(θ1

i )
and tE(θ2

i ) as:

tE(θ1
i ) ≈ 1

nE
|E|
(

1
0

)
and tE(θ2

i ) ≈ 1

nE
|E|
(

0
1

)
.

As far as the matrices SE(θ1
i ), SE(θ2

i ) are concerned, similar integrations by parts to those used in Appen-
dix D.1 yield:

SE(θ1
i ) =

1

2

(
|êj |(nêj

)1 |êj |(nêj
)2

0 0

)
, and SE(θ2

i ) =
1

2

(
0 0

|êj |(nêj
)1 |êj |(nêj

)2

)
.

Remark 6.1. In principle, the continuous shape derivative J ′(Ω)(θ) depends only on the values of the
deformation θ on the boundary ∂Ω, see Section 2.3 about this general feature. On the contrary, it is not
exactly true that the approximation J ′T (θki ) in (6.2) vanishes when the deformation θki is associated to an
internal vertex qi. This is a manifestation of the lack of commutation between the operations of discretization
and differentiation in optimal design, see again [62] and §2.9 in [64]. However, we expect (and indeed verify)
that if the approximation (6.2) is “good enough”, the entries of ∇qJ(q) attached to internal vertices should
be “very small” when compared to those related to boundary vertices. For this reason, it is enough to compute
the quantities J ′T (θkj ) for the indices j = 1, . . . ,M of the boundary vertices of Ω.

6.2. Calculation of the derivative of a functional with respect to the positions of the seeds and
the cell measures

We have seen in Section 6.1 how a general function of the domain J(Ω) can be discretized into a function
J(q) depending on the positions q ∈ RdM of the vertices of the mesh T , and how to calculate the gradient
∇qJ(q). In turn, q depends on the seed points s and the weights ψ of the diagram V(s,ψ) of Ω, and, again,
on the seed points s and the cell measures ν, which are the design variables of our discrete version of the
shape and topology optimization problem (P), as explained in Section 3.3. This raises the need to express
the derivative of a general function J(q) of the vertices q of the diagram V(s,ψ) in terms of s and ν.

To formulate this issue rigorously, let us write the relation between the seeds points s ∈ RdN , the weights
ψ ∈ RN and the vertices q of the diagram V(s,ψ) under the abstract form:

(6.4) q = Q(s,ψ∗(s,ν)),

where Q : RdNs × RNψ → RdM produces the collection of vertices of the mesh T induced by V(s,ψ), and,

as in Section 3.2, ψ∗(s,ν) is the unique weight vector such that each cell Vi(s,ψ
∗(s,ν)) has measure νi,

i = 1, . . . , N . We then wish to calculate the derivatives of the functional J̃ : RdNs × RNν → R defined by:

(6.5) J̃(s,ν) := J(Q(s,ψ∗(s,ν)).

This is the purpose of the next result.

Proposition 6.1. Let J : RdM → R be a differentiable function. Then the composite function J̃ : RdNs ×
RNν → R in (6.5) is differentiable almost everywhere, and its derivatives read:

(6.6) ∇sJ̃(s,ν) =
[
∇sQ(s,ψ∗(s,ν))

]T
∇qJ(q) +

[
∇sF(s,ν,ψ∗(s,ν))

]T
p(s,ν),

and

(6.7) ∇ν J̃(s,ν) = −p(s,ν).

Here, the function F : RdNs ×RNν ×RNψ → RN is the derivative ∇ψK(s,ν,ψ), see (3.14); the adjoint vector

p(s,ν) ∈ RN is defined as the solution to the N ×N system:

(6.8)
[
∇ψF(s,ν,ψ∗(s,ν))

]T
p(s,ν) = −

[
∇ψQ(s,ψ∗(s,ν))

]T
∇qJ(q).

In these formulas,
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• The gradient ∇qJ(q) is a vector in RdM , whose expression is assumed to be known.
• The matrices [∇sQ(s,ψ∗(s,ν))] and [∇ψQ(s,ψ∗(s,ν))] have respective sizes dM×dN and dM×N ;

their explicit expressions (in 2d) are the subject of Appendix A.

• The matrix [∇ψF(s,ν,ψ∗(s,ν))]
T

has size N ×N , and its calculation (in 2d) is provided in Appen-
dix B.

Proof. At first, Proposition A.1 below states that the mapping Q is differentiable at any point (s,ψ) ∈
RdN ×RN satisfying the assumptions of Theorem 3.1. These points form an open subset of RdN ×RN whose
complement has null Lebesgue measure. Moreover, for any such point (s,ν) ∈ RdN ×RN , we have seen that
ψ∗(s,ν) is the unique solution to the equation (3.14). By the implicit function theorem and the regularity
of F expressed in Theorem 3.1, it follows that ψ∗ is differentiable at such a point (s,ν), and by composition,

J̃ is differentiable at a.e. point (s,ν) in RdN × RN .

Let us now prove (6.6). At any point (s,ν) where J̃ is differentiable, the chain rule shows that:

∀h ∈ RdN ,
∂J̃

∂s
(s,ν)(h) =

∂J

∂q
(q)

(
∂Q

∂s
(s,ψ∗(s,ν))(h) +

∂Q

∂ψ
(s,ψ∗(s,ν))

(
∂ψ∗

∂s
(s,ν)(h)

))
,

where we have set q := Q(s,ψ∗(s,ν)). This rewrites, in terms of gradients and matrices:

(6.9) ∇sJ̃(s,ν) =
([
∇sQ(s,ψ∗(s,ν))

]T
+
[
∇sψ

∗(s,ν)
]T [
∇ψQ(s,ψ∗(s,ν))

]T)
∇qJ(q).

All the terms are explicit in this formula, except for the matrix [∇sψ
∗(s,ν)]. The calculation of the latter is

difficult, since the function s 7→ ψ∗(s,ν) is only known implicitly, through the relation (3.14). To overcome
this difficulty, we use the classical adjoint technique for the differentiation of a quantity depending on the
solution to a parametrized implicit equation, see again [78, 101]. Differentiation with respect to s in (3.14)
yields:

(6.10)
[
∇sF(s,ν,ψ∗(s,ν))

]
︸ ︷︷ ︸

N×dN matrix

+
[
∇ψF(s,ν,ψ∗(s,ν))

]
︸ ︷︷ ︸

N×N matrix

[
∇sψ

∗(s,ν)
]

︸ ︷︷ ︸
N×dN matrix

= 0.

We then introduce the adjoint state p(s,ν) ∈ RN , defined as the solution to the N ×N linear system:[
∇ψF(s,ν,ψ∗(s,ν))

]T
p(s,ν) = −

[
∇ψQ(s,ψ∗(s,ν))

]T
∇Jq(q).

Injecting this identity into (6.9), we obtain:

∇sJ̃(s,ν) =
[
∇sQ(s,ψ∗(s,ν))

]T
∇qJ(q)−

[
∇sψ

∗(s,ν)
]T [
∇ψF(s,ν,ψ∗(s,ν))

]T
p(s,ν).

Eventually, using (6.10) to transform the last expression in the above right-hand side, we obtain:

∇sJ̃(s,ν) =
[
∇sQ(s,ψ∗(s,ν))

]T
∇qJ(q) +

[
∇sF(s,ψ∗(s,ν))

]T
p(s,ν),

which is the desired formula.

Let us then consider the second formula (6.7). Again, a simple use of the chain rule yields:

(6.11)
∇ν J̃(s,ν) = ∇ν

(
J(Q(s,ψ∗(s,ν)))

)
=

[
∇νψ∗(s,ν)

]T [
∇ψQ(s,ψ∗(s,ν))

]T
∇qJ(q),

where q := Q(s,ψ∗(s,ν)). As in the proof of (6.6), we rely on the adjoint method to eliminate the difficult

term [∇νψ∗(s,ν)]
T

from this expression. Recalling the defining system (6.8) for p(s,ν) ∈ RN , we obtain
immediately:

∇ν J̃(s,ν) = −
[
∇νψ∗(s,ν)

]T [
∇ψF(s,ν,ψ∗(s,ν))

]T
p(s,ν)

= −p(s,ν),

which is the desired expression. �
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Remark 6.2. When the optimized shape Ω is only one phase within a large computational domain D and
is represented as a subcollection of the cells of a “true” Laguerre diagram Lag(s,ψ) of D, of the form (3.3)
and (3.4), similar considerations show that formula (6.7) reads instead:

∇ν J̃(s,ν) = −
(

p(s,ν)− 1

N

N∑
i=1

pi(s,ν)

)
.

Remark 6.3. The geometric calculations needed in the present section for the expressions of the matrices[
∇sF(s,ν,ψ)

]
,
[
∇ψF(s,ν,ψ)

]
,
[
∇sQ(s,ν,ψ)

]
and

[
∇ψQ(s,ν,ψ)

]
are provided in Appendices A and B.

They need only be implemented once and for all. In particular, this implementation is independent of the
particular objective function.

6.3. The Hilbertian method

We have described in the previous Sections 6.1 and 6.2 how to calculate the sensitivities ∇sJ̃(s,ν) and

∇ν J̃(s,ν) of a function J , depending on the domain Ω via the seeds s ∈ RdN and the cell measures ν ∈ RN
of a diagram V(s,ψ) of the form (3.6). Unfortunately, a direct use of these derivatives in the solution of
our discrete shape and topology optimization problem (P-disc) often proves awkward in practice: on the one
hand, they may show very irregular variations in space (i.e. they may have very different components along
the indices i = 1, . . . , N of neighboring cells), thus causing numerical instabilities. On the other hand, in
multiple applications, it is desirable to handle sensitivities that take into account certain requirements, for
instance that some of their components associated to cells located in non optimizable regions of space should
vanish. In this section, we explain how the so-called Hilbertian method allows to achieve both purposes with
rigorous guarantees that the resulting modified sensitivities retain descent properties. The application in
shape optimization of this classical procedure in the context of gradient flows is exposed in e.g. [7, 30, 44, 85].

6.3.1. The general strategy

Let us describe the use of the Hilbertian method in the illustrative perspective of regularizing the gradient

∇sJ̃(s,ν) of a discrete objective function J̃(s,ν) at a given point (s,ν) ∈ RdN × RN .

To this end, let us recall that ∇sJ̃(s,ν) is obtained by identifying the derivative h 7→ ∂J̃
∂s (s,ν)(h) with

an element in the space RdN via the following relation:

∀h ∈ RdN ,
∂J̃

∂s
(s,ν)(h) =

〈
∇sJ̃(s,ν),h

〉
.

The main idea of the Hilbertian method is to introduce a subspace V of the space RdN of seed points,
equipped with an inner product as(·, ·) different from the canonical one 〈·, ·〉, and to search for the gradient

hJ ∈ V of J̃(·,ν) with respect to this inner product. In other terms, we solve the following variational
problem:

(6.12) Search for hJ ∈ V s.t. for all h ∈ V, as(hJ ,h) =
∂J̃

∂s
(s,ν)(h).

Depending on the nature of the space V and its inner product as(·, ·), the gradient hJ may for instance be

more regular than its counterpart∇sJ̃(s,ν) associated to the canonical inner product, some of its components
may vanish, etc.

Our choices of V and as(·, ·) in the present context rely on the smoothing effect of the discrete Laplace
operator acting on mass–spring networks, see for instance [106] or [87] for reviews about the role of such
discrete Laplace operators in the field of computer graphics. We take V = RdN and search for the regularized

gradient of J̃(·,ν) at s as the solution hJ := {hJ,i}i=1,...,N ∈ RdN to the following minimization problem:

(6.13) min
h∈RdN

E(h), where E(h) :=
α2

2

∑
(i,j)∈E

j>i

|hi − hj |2+
1

2

N∑
i=1

|hi|2−
N∑
i=1

〈
∇si J̃(s,ν),hi

〉
,

where α is a user-defined parameter encoding a regularization length scale. Intuitively, the solution hJ to

(6.13) is a version of ∇sJ̃(s,ν) whose spatial variations are averaged over a region with radius α. The strictly
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convex optimization problem (6.13) has a unique solution, which is characterized by the following first-order
optimality condition:

For i = 1, . . . , N, α2
∑
j∈Ni

(hi − hj) + hi = ∇si J̃(s,ν).

This rewrites as a 2N × 2N matrix system:

(α2As + I)h = ∇sJ̃(s,ν),

where the matrix As ∈ R2N×2N is given by the entries:

(6.14) As,2(i−1)+1,2(j−1)+1 = As,2(i−1)+2,2(j−1)+2 =

 #Ni if j = i,
−1 if j ∈ Ni,
0 otherwise,

and

As,2(i−1)+1,2(j−1)+2 = As,2(i−1)+2,2(j−1)+1 = 0, i, j = 1, . . . , N.

The inner product as(·, ·) on V = RdN associated to this strategy is:

(6.15) ∀ h1,h2 ∈ V, as(h
1,h2) =

〈
(α2As + I)h1,h2

〉
.

Remark 6.4. A similar strategy can be applied to impose smooth spatial variations of the gradient ∇ν J̃(s,ν)

of J̃ with respect to the measures of cells. One then relies on the choice V = RN , equipped with the inner
product:

(6.16) aν(ν1,ν2) =
〈
Aνν

1,ν2
〉
, where Aν,ij =

 #Ni if j = i,
−1 if j ∈ Ni,
0 otherwise,

6.3.2. Imposing that seeds stay inside the computational domain

The Hilbertian method naturally allows to enforce certain constraints on the regularized sensitivity hJ of J
with respect to the seed points s in (6.12). For instance hJ can be imposed to have null components over
the indices i inside a given subset I ⊂ {1, . . . , N} of the seed points by simply taking the following Hilbert
space V in (6.12):

V :=
{
h = (h1, . . . , hN ) ∈ RdN s.t. hi = 0 for i ∈ I

}
.

In this section, we exemplify how the seed points s of the diagram V(s,ψ) featured in Algorithm 1 can
be constrained to stay inside the computational domain D during the optimization process thanks to this
practice, see also Remark 3.1 about this point.

Let (s,ν) ∈ RdN × RN be a given stage of the process of Algorithm 1, and let ψ = ψ∗(s,ν). To simplify
the presentation, we assume that the seed points of the diagram V(s,ψ) are numbered in such a way that
the first B ≤ N ones are those adjacent to the external boundary ∂D. For notational simplicity and without
loss of generality, we also assume that for each i = 1, . . . , B at most one edge of each cell Vi(s,ψ) belongs
to the external boundary ∂D, and we denote by ni the unit normal vector to this edge, pointing outward

D. We then search for a gradient h of J̃ at (s,ν) with the property that, for each index i = 1, . . . , B, the
normal component hi · ni of the displacement hi should vanish:

(6.17) ∀i = 1, . . . , B, hi · ni = 0.

One possibility to enforce this requirement is to proceed by exact penalization, i.e. to take V = RdN and
replace the inner product (6.15) with:

as(h
1,h2) =

〈
(α2As + I)h1,h2

〉
+

1

ε

B∑
i=1

(h1
i · ni)(h2

i · ni),

where As ∈ R2N×2N is the matrix defined in (6.14) and ε is a “sufficiently small” parameter.
Another strategy consists in setting:

V =
{
h ∈ RdN , hi · ni = 0 for i = 1, . . . , B

}
, with the inner product (6.15).
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The identification problem (6.12) for the gradient hJ amounts to solving the optimization problem (6.13)
under the additional constraint (6.17). This is again a convex optimization problem, whose first-order
optimality conditions read:

∃λ ∈ RB s.t.


α2
∑
j∈Ni

(hi − hj) + hi + λini = ∇si J̃(s) for i = 1, . . . , B,

α2
∑
j∈Ni

(hi − hj) + hi = ∇si J̃(s) for i = B + 1, . . . , N,

hi · ni = 0 for i = 1, . . . , B.

The search for the pair (h,λ) ∈ R2N × RB rewrites as the following (2N +B)× (2N +B) matrix system: α2As + I L

LT 0

 h

λ

 =

 ∇sJ̃(s)

0

 ,

where the matrix L ∈ R2N×B is defined by:

L2(i−1)+1,j =

{
ni,1 if j = i,
0 otherwise,

and

L2(i−1)+2,i =

{
ni,2 if j = i,
0 otherwise,

ni,2 for i = 1, . . . , N, j = 1, . . . , B.

6.4. Exploitation of these derivatives with a constrained optimization algorithm

In this section, we describe how the derivatives of the objective and constraint functions J(Ω), G(Ω) with
respect to the seeds s and measures ν calculated in the previous Sections 6.1 to 6.3 are exploited to solve
our discrete constrained optimization problem:

(P-disc) min
(s,ν)

J̃(s,ν) s.t. G̃(s,ν) = 0.

This task relies on a constrained optimization algorithm developed in one of our previous works [52] which is
sketched briefly in Section 6.4.1. We then describe its application to our particular context in Section 6.4.2.

6.4.1. The null-space optimization algorithm in a nutshell

Let V be a Hilbert space, equipped with the inner product a(·, ·). We consider an optimization problem of
the form:

(6.18) min
h∈V

J(h) s.t. G(h) = 0,

where J : V → R is a smooth objective function and G : V → Rp accounts for a collection of p smooth
equality constraints. We denote by θJ , θGi

∈ V , i = 1, . . . , p the gradients of J and Gi at a particular given
value h of the optimized variable, that is:

∀ζ ∈ V, J ′(h)(ζ) = a(θJ , ζ), and G′i(h)(ζ) = a(θGi
, ζ).

Let h ∈ V stand for an arbitrary stage of the solution process for (6.18). We search for an update of h of
the form h+ ∆tξ, where ∆t > 0 is a suitable descent step, and the direction ξ ∈ V is of the form:

(6.19) ξ = −(αJξJ + αGξG).

The two contributions ξJ and ξG ∈ V are orthogonal, and they are characterized by the following require-
ments:

• The null-space step ξJ is the best descent direction for J(h) which leaves the values of the constraint
functional G(h) unaltered at first order. Formally, ξJ is the projection of the gradient θJ of J(h)

onto the null space Ker(G′(h)) = span
{
θG1 , . . . , θGp

}⊥
of the constraints. It is of the form

(6.20) ξJ = θJ +

p∑
j=1

λjθGj
for some λ ∈ Rp.
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The requirement that a(ξJ , θGj ) = 0 for j = 1, . . . , p shows that the vector λ ∈ Rp is the solution to
the following p× p system:

(6.21) Sλ = b, where S ∈ Rp×p and b ∈ Rp are given by the entries:

Sij = a(θGi
, θGj

), and bi = −a(θJ , θGi
).

• The range space step ξG aims to decrease the violation of constraints. It belongs to Ker(G′(h))⊥ =
span {θGi

}i=1,...,p, and so it can be expressed as

(6.22) ξG =

p∑
j=1

βjθGj
, for some coefficient vector β ∈ Rp.

The components βi, i = 1, . . . , p are determined by imposing the following decrease in the value of
G in the course of one iteration:

G(h+ ∆tξ) = (1−∆tαG)G(h),

which we approximate by

G′(h)(ξG) ≈ G(h).

This requirement is discretized as:

(6.23) Sβ = c, where S ∈ Rp×p is the matrix (6.21) and c ∈ Rp has entries ci = Gi(h), i = 1, . . . , p.

As far as the choice of the descent step ∆t is concerned, we rely on a merit function: the update h+ ∆tξ
of h should result in a decrease in the value of the function

M(h) := αJ

(
J(h)− λ ·G(h)

)
+
αG
2
S−1G(h) ·G(h),

whose negative gradient is ξ by construction.

6.4.2. Application to the context of interest

Let us now apply the general optimization strategy of Section 6.4.1 to our discrete shape and topology
optimization problem (P-disc). Since the optimized variables s ∈ RdN and ν ∈ RN are of very independent
natures, we treat optimization with respect to each of them separately, via an alternating descent strategy:

• When it comes to updating the seed points s, we apply the Hilbertian method of Section 6.4.1 with the
space V = RdN and the inner product as(·, ·) defined in (6.15). The gradients θJ,s, θGi,s, i = 1, . . . , p,

are calculated by solving the identification problem (6.12) from the derivatives of s 7→ J̃(s,ν) and

s 7→ G̃(s,ν) supplied by Proposition 6.1. The coefficients λs ∈ Rp and βs ∈ Rp involved in the
expressions (6.20) and (6.22) of the steps ξJ,s and ξG,s are then easily calculated from these data,
see (6.21) and (6.23), and the resulting descent direction ξs ∈ RdN for the seed points s reads:

ξs = −αJ,sξJ,s − αG,sξG,s, where ξJ,s := θJ,s −
p∑
i=1

λs,iθGi,s and ξG,s =

p∑
i=1

βs,iθGi,s,

with the weights αJ,s and αG,s for the relative contributions of the null space and range space steps
to the descent direction.

• When it comes to updating the vector ν, we use the space V = RN and the inner product aν(·, ·) in
(6.16). Similar considerations yield the following descent direction ξν ∈ RN for the measures ν:

ξν = −αJ,νξJ,ν − αG,νξG,ν , where ξJ,ν := θJ,ν −
p∑
i=1

λν,iθGi,ν and ξG,ν =

p∑
i=1

βν,iθGi,ν ,

where again λν ,βν ∈ Rp are calculated via (6.21) and (6.23), and αJ,ν and αG,ν are suitable weights.

Moreover, as suggested in [52], instead of considering fixed weights αJs, αG,s for the contributions of the
null space and range space steps, we consistently select these coefficients as:

αJ,s =
AJ,shav
|ξJ,s|∞

and αG,s =
AG,shav
|ξG,s|∞
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where AJ,s, and AG,s ∈ [0, 1] are fixed parameters controlling the decrease rates of the objective function
and the violation of the constraint, and hav is the typical distance between two neighboring seed points. This
allows to bound the maximum displacement of a seed induced by the update ξs in this step by (AJ,s+AG,s)hav.
Likewise, we take

αJ,ν =
AJ,νVav
|ξJ,ν |∞

, and αG,ν =
AG,νVav
|ξV,ν |∞

,

where AJ,ν , AG,ν ∈ [0, 1] and Vav is the average volume of cells. Doing so ensures that the maximum change
in a local volume fraction induced in the update of ν by ξν is (AJ,ν +AG,ν)Vav.

Remark 6.5. In the optimization problems featured in the examples of the next Section 7, only p = 1 equality
constraint is imposed, which is related to the volume of the shape Ω as: G(Ω) = Vol(Ω) − VT . In such a
situation, the foregoing formulas conveniently simplify into:

θG,s = 0, and θG,ν =

 1
...
1

 ∈ RN ,

so that the optimization with respect to the seed points s is unconstrained, and the coefficients featured in the
above scheme (6.20), (6.22) and (6.23) read

S = aν(θG,ν ,θG,ν) = N, λ =
1

N
aν(θJ,ν ,θG,ν) and β =

1

N

(
Ṽol(s,ν)− VT

)
.

Note that if the volume constraint is satisfied at the current stage (s,ν) of the optimization process, then

ξG = 0. In particular, if the vector ν of cell measures satisfies
∑N
i=1 νi = VT , the update (6.19) of the null-

space optimization algorithm for (6.18) coincides (up to a positive coefficient) with that of the unconstrained

gradient algorithm for the minimization of J̃(·,ν).

7. Numerical examples

In this section, we present various 2d numerical examples to illustrate the main features of our shape
optimization Algorithm 1. After starting in Section 7.1 with a “simple” geometric optimization problem, we
revisit in Section 7.2 the classical subject of optimization of the eigenvalues of the Laplace operator with our
new framework. We then turn to more concrete physical applications in the contexts of thermal devices in
Section 7.3 and of mechanical structures in Sections 7.4 to 7.6.

7.1. Optimization of the perimeter of shapes

Our first example deals with a well-known shape optimization problem, featuring only geometric functionals
of the domain, i.e. no physical boundary value problem is involved. We minimize the perimeter of the shape
Ω ⊂ R2 under an equality constraint on its volume:

(7.1) min
Ω

Per(Ω) s.t. Vol(Ω) = VT ,

where Per(Ω) and Vol(Ω) are defined by (2.1) and VT is a volume target.
Among the numerous motivations for (7.1), let us mention that the flow induced by its solution from an

initial shape Ω0 is the well-known mean curvature flow, which proceeds by steadily blurring its sharp features
(i.e. its bumps and creases with high mean curvature) while preserving its total volume, see e.g. [82] about
the latter.

From the mathematical viewpoint, such problems have been extensively considered in the literature, see
e.g. [97, 102]. In particular, according to the famous isoperimetric inequality, the unique global minimizers

to (7.1) are 2d disks with radius
√
VT /π.

Remark 7.1. In this example, the discrete versions Vol(q) and Per(q) of the volume and perimeter Vol(Ω)
and Per(Ω) of the shape Ω as well as their derivatives can be explicitly calculated from the polygonal mesh
T induced by the diagram V(s,ψ) representing Ω. Indeed, simple calculations show that:

Vol(q) =
∑
E∈T
|E|,
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where the measure of an element E with vertices qE1 , . . . ,q
E
n can be calculated by the following formula, where

we use the notations of Section 5.1:

|E|= 1

2

n∑
j=1

|êj |nêj
· qEj .

Taking derivatives, then summing over the elements E ∈ T , an elementary calculation shows that the gradient
of the volume functional equals:

∇qj
Vol(q) =

{
1
2 |êj |nêj

if qj is a vertex on the boundary ∂Ω
0 otherwise.

Likewise, assuming for notational simplicity that the vertices qj are enumerated in such a way that the border
∂Ω is discretized by the nb < M first vertices q1, . . . ,qnb

= q0 of the collection q and the associated line
segments qj−1qj, j = 1, . . . , nb, one has

Per(q) =

nb∑
j=1

|qjqj+1|,

and so

∇qj
Per(q) =

{
qj−qj−1

|qj−qj−1| +
qj−qj+1

|qj−qj+1| if j = 1, . . . , nb,

0 otherwise.

We apply the “free boundary” version of our shape and topology optimization Algorithm 1 to the solution
of this problem. The initial shape Ω0 is represented by a diagram V(s0,ψ0) made of a random collection of
N = 500 cells with equal measures ν := VT /N . Throughout the optimization process, we impose that the
cells Vi(s

n,ψn), i = 1, . . . , N , satisfy this measure constraint, so that our optimization procedure becomes
constraint free, as noted in Remark 6.5. A few snapshots of the solution process are depicted on Fig. 9. As
expected, the optimized shape is close to a disk. Remarkably, the shape undergoes drastic topological changes
during the process: our algorithm is able to detect that the only means to decrease the total perimeter of
the shape Ω by moving the defining seed points s without altering the measures ν of the cells is to aggregate
the cells. This operation – and the underlying shape sensitivity of the objective functional – is completely
different from that of a more classical boundary variation algorithm as in e.g. [8, 6, 100], whereby each
individual cell would shrink, regardless of the others, without capturing this collective behavior. We shall
retrieve this trend in the mechanical example of Section 7.4.

7.2. Optimization of the eigenvalues of the Dirichlet Laplace operator

Our first example involving boundary value problems concerns the minimization of some of the eigenvalues
of the Laplace operator equipped with Dirichlet boundary conditions. We consider the problem:

(7.2) min
Ω

λ
(k)
Ω s.t. Vol(Ω) = VT ,

where we recall from Section 2.2.1 that λ
(k)
Ω is the kth lowest real number for which there exists a non trivial

function u ∈ H1
0 (Ω) such that

−∆u = λ
(k)
Ω u, with the normalization

∫
Ω

u2
Ω dx = 1.

These eigenvalues arise in multiple applications, such as acoustics (where they are related to the properties
of sound propagation), thermal conduction (where they encode the dissipation rate of a peak of temperature
over time), and structure mechanics (where they represent the vibration modes of a thin membrane), to
name a few. Spectral shape optimization problems, of the form (7.2), have been extensively studied in the
literature, from both theoretical [16, 88, 65] and numerical [13, 98] viewpoints.

We address the numerical solution of the problem (7.2) thanks to the “free boundary” strategy described
in Section 3.3. The shape Ω is described by a diagram V(s,ψ) attached to collections s and ψ of N seed
points and weights, respectively. As in the previous Section 7.1, the measures of the cells are consistently set
to the common value ν := VT /N , so that the solution of (7.2) boils down to the unconstrained minimization

of λ
(k)
Ω with respect to the positions s of the seed points, see again Remark 6.5. On a different note, the
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n = 0 n = 10 n = 25

n = 100 n = 220 n = 260

Figure 9. A few intermediate shapes Ωn produced in the course of the solution of the
perimeter minimization problem (7.1) in Section 7.1. The cells Vi(s

n,ψn) of the diagram,
i = 1, . . . , N , are represented with different colors to help vizualization.

sensitivity of the discrete version of λ
(k)
Ω with respect to the vertices q of V(s,ψ) is calculated by automatic

differentiation before being interpreted in terms of the positions s of the seed points, see Sections 6.1 and 6.2.

In this context, we conduct two numerical experiments. At first, we address the minimization of the first
Dirichlet eigenvalue, i.e. k = 1 in (7.2). It is well-known since the seminal conjecture of Lord Rayleigh [104]

that disks with radius
√
VT /π are the unique minimizers of (7.2), see [29] for a rigorous proof of the associated

Faber-Krahn inequality. The initial shape Ω0 is depicted in Fig. 10. It is discretized with N = 1000 cells
with equal measures ν = VT /N . We apply 200 iterations of our optimization Algorithm 1 to solve this
problem; a few intermediate shapes are depicted on Figs. 10 and 11, and the associated convergence history
is reported in Fig. 13 (a); as expected, the optimized shape is a disk. Note that disconnected structures
naturally appear during the optimization process. While they are harmless to the resolution, we explicitly
enforce the connectedness of the shape at each iteration by removing and randomly resampling the cells that
are disconnected from the main region.

We next turn to a more challenging problem of the form (7.2), featuring the 5th Dirichlet eigenvalue, i.e.
k = 5 in (7.2). The fifth eigenmode is indeed suspected to be the lowest order eigenvalue that is minimized
by a shape which is neither a disk, nor a reunion of disks. Moreover, it is expected that, at the optimum, this
eigenvalue is multiple, leading to a non differentiable behavior of this function of the domain. Starting from
an initial shape Ω0 made of N = 1000 cells with equal measures, we apply 1000 iterations of our shape and
topology optimization Algorithm 1 to the solution of this problem. A few intermediate shapes Ωn arising
in the course of the process are depicted on Fig. 12, and the associated convergence history is reported
in Fig. 13 (b). The resulting optimized shape is qualitatively very similar to the candidate for minimizer
evidenced in [98].
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n = 0 n = 20 n = 50

n = 100 n = 150 n = 200 (final)

Figure 10. Intermediate shapes Ωn produced in the course of the minimization of the first
eigenvalue of the Dirichlet Laplace operator in Section 7.2.

7.3. Shape optimization in two-phase conductivity

From this section on, we deal with shape optimization problems which are more directly related to mechanical
applications. We first consider the setting of the conductivity equation presented in Section 2.2.1, and notably
its two-phase version, evoked in Remark 2.1.

The situation under scrutiny is that depicted in Fig. 14 (a): inside a fixed computational domain D with
size 1× 1, the shape Ω ⊂ D accounts for one phase Ω1 := Ω occupied by a material with high conductivity
γ1 = 10, the complementary phase Ω0 := D \Ω being filled by a material with low conductivity γ0 = 1. The
temperature uΩ within D is set to 0 on a region ΓD ⊂ ∂D located at the left-hand side of ∂D, while the
remaining part ΓN := ∂D \ ΓD is insulated from the outside. Assuming the presence of a constant source
f ≡ 1 within D, uΩ is the solution to the following two-phase conductivity problem:

(7.3)


−div(γΩ∇uΩ) = f in D,

uΩ = 0 on ΓD,

γΩ
∂uΩ

∂n = 0 on ΓN ,
where γΩ(x) =

{
γ1 if x ∈ Ω1,
γ0 otherwise.

We aim to minimize the mean temperature T (Ω) within D, i.e. we solve:

(7.4) min
Ω⊂D

T (Ω) s.t. Vol(Ω) = VT ,

where VT is a volume target, and we have defined:

T (Ω) =
1

Vol(D)

∫
D

uΩ dx.

In this context, the shape Ω is represented via a classical Laguerre diagram Lag(s,ψ) ofD: complementary
subcollections of cells of the latter account for Ω and D \ Ω, in the sense that (3.5) holds true. Moreover,
contrary to our practice in the previous Sections 7.1 and 7.2, we rely on the non intrusive approach of
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n = 0 n = 20 n = 50

n = 100 n = 150 n = 200

Figure 11. Graph of the first eigenfunction of the Dirichlet Laplace operator at various
iterations of the minimization process of the first Dirichlet eigenvalue in Section 7.2.

Section 6.1 to calculate the derivative of T (Ω) with respect to the seed points and weights of the representing
diagram. In this perspective, we recall in the following proposition the expression of the shape derivative of
T (Ω); since the result is fairly classical in the literature, we omit the proof for brevity, see e.g. [7].

Proposition 7.1. The functional T (Ω) is shape differentiable at any shape Ω ⊂ D, and its derivatives reads
for any deformation field θ vanishing on ΓD:

T ′(Ω)(θ) =
1

Vol(D)

∫
D

div(θ)uΩ dx +

∫
D

γΩ(divθI−∇θ −∇θT )∇uΩ · ∇pΩ dx−
∫
D

div(fθ)pΩ dx,

where the adjoint state pΩ is the unique H1(D) solution to the boundary value problem:
−div(γΩ∇pΩ) = − 1

Vol(D) in D,

pΩ = 0 on ΓD,

γΩ
∂pΩ

∂n = 0 on ΓN .

Remark 7.2. Since in our context the source f is identically equal to 1, we immediately see that the adjoint
state pΩ equals pΩ = − 1

Vol(D)uΩ. This self-adjoint property of the problem (7.4) conveniently allows to avoid

the solution of an extra boundary value problem at each stage of the optimization process.

We perform 200 iterations of our shape and topology optimization Algorithm 1 to solve this problem.
On average, the considered diagrams contain about 3,500 cells, and the total computation takes about 45
min on a regular Macbook Pro laptop with 2 GHz Quad-Core Intel Core i5 and 16 Gb of memory. A few
snapshots of the optimization path are presented in Fig. 15, and the associated convergence histories are
reported in Fig. 16. Again, the shape undergoes dramatic deformations in the course of the process, while
being consistently equipped with an explicit discretization, which is updated in a Lagrangian manner.
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n = 0 n = 20 n = 50

n = 500 n = 700 n = 1000 (final)

Figure 12. Intermediate shapes arising in the course of the minimization of the 5th Dirich-

let eigenvalue λ
(5)
Ω in Section 7.2; the colors refer to the values of an associated eigenfunction.

a b

Figure 13. (a) Evolution of the first eigenvalue λ
(1)
Ω of the shape in the course of the first

experiment of Section 7.2; (b) Evolution of the fifth eigenvalue in the course of the second
experiment.
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Figure 14. Settings of the physical numerical examples of Section 7: (a) The heat diffuser
test case of Section 7.3; (b) The elastic cantilever example of Section 7.4; (c) The optimal
bridge example of Section 7.5; (d) The self-sustaining bridge of Section 7.6.

7.4. Optimization of the shape of an elastic cantilever beam

The examples in this section take place in the physical context of mechanical structures presented in Sec-
tion 2.2.2. The considered shapes Ω are enclosed in a fixed computational box D with size 2 × 1; they are
fixed on the left-hand side ΓD of the boundary ∂D, and surface loads g : ΓN → R2 are applied on a region
ΓN at the right-hand side of ∂D. The remaining region Γ := ∂Ω \ (ΓD ∪ΓN ) is the only one which is subject
to optimization, see Fig. 14 (b). Omitting body forces for simplicity, the displacement uΩ : Ω → Rd of the
shape is the solution to the linear elasticity system:

(7.5)


−div(Ae(uΩ)) = 0 in Ω,

uΩ = 0 on ΓD,
Ae(uΩ)n = g on ΓN ,
Ae(uΩ)n = 0 on Γ.

In this situation, we consider the following shape optimization problem:

(7.6) min
Ω⊂D

C(Ω) s.t. Vol(Ω) = VT ,

where C(Ω) is the compliance (2.7) of Ω and the volume target VT is set to 0.7.

To address this problem, we consider both shape optimization strategies presented in Section 3.2. In a
first experiment, we rely on the “free boundary” approach: the shape is discretized as a diagram V(s,ψ),
see Definition 3.2. The N = 3000 cells of this diagram are consistently endowed with the same measure
Vol(Ω)/N . At each stage of the optimization process, the derivative of the objective function C(Ω) with
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n = 0 n = 12 n = 29

n = 51 n = 151 n = 250

Figure 15. A few intermediate design Ωn in the solution of the two-phase conductivity
optimization problem of Section 7.3.

Figure 16. Evolution of the objective T (Ω) and constraint G(Ω) = Vol(Ω)−VT during the
solution of the two-phase conductivity optimization problem of Section 7.3.

respect to the vertices q of this diagram is calculated via automatic differentiation, and the sensitivity of
this function with respect to the seed points s of the diagram is inferred along the lines of Section 6.1, while
the cell measures ν are kept fixed. Concurrently, we periodically decrease the measures of all cells by a fixed
amount until the desired volume constraint VT is attained. The optimized design and a few intermediate
shapes resulting from this procedure are depicted in Fig. 17. Remarkably, the topology of the shape changes
dramatically in the course of the evolution, while no topological derivative is involved in the process. Holes
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spontaneously appear in mechanically relevant locations inside the structure, pretty much in the same manner
as the drastic topological changes occurring in the example of Section 7.1 were nevertheless relevant from
the optimization viewpoint. This observation confirms that the notion of sensitivity with respect to the
domain associated to our representation of shapes via diagrams of the form V(s,ψ) contains a much richer
amount of information when compared to more classical boundary variation algorithms. One drawback of
this approach is the difficulty to control the connectedness of the shape when optimizing the volume of the
cells by means of the strategy of Section 6.2, which is why the heuristic volume update strategy outlined
above is preferred to the use of the formulas for derivative with respect to volume fractions.

n = 0 n = 200

n = 600 n = 1000

n = 1500 n = 2000

Figure 17. Various iterates in the solution of the cantilever optimization problem of Sec-
tion 7.4 using a discretization of shapes by modified diagrams (3.6) and (3.7).

We conduct a second experiment in the same physical context, where we rely on the two-phase diagram
approach for the representation of the shape Ω: the total computational domain D is equipped with a
classical Laguerre diagram Lag(s,ψ), and the shape Ω is defined as a subcollection of the cells of this
diagram, see Definition 3.1 and (3.5). In this setting, we follow the “optimize-then-discretize” approach
of Section 6.1 to calculate the sensitivity of C(Ω) with respect to the vertices q of the diagram (although
automatic differentiation could be used as in the previous examples), before expressing this information
in terms of the seed points s and cell measures ν of the diagram, along the lines of Section 6.2. This
practice relies on the continuous formula for the shape derivative of C(Ω). This result is fairly classical in
the literature (again, see e.g. [7]) and we limit ourselves with the statement of the result.
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Proposition 7.2. The shape derivative of the compliance C(Ω) reads, for any vector field θ vanishing on
ΓD ∪ ΓN :

C ′(Ω)(θ) = −
∫

Ω

div(θ)Ae(uΩ) : e(uΩ) dx + 4µ

∫
Ω

(∇uΩ∇θ) : e(uΩ) dx + 2λ

∫
Ω

tr(∇uΩ∇θ)div(uΩ) dx.

Note that the compliance C(Ω) has the convenient property to make the adjoint state pΩ equal to the
state function uΩ (up to a sign).

We apply our optimization Algorithm 1 to the solution of this problem. Actually, acknowledging that the
retained discretization of shapes causes the boundary to be a little rough, we add a very small penalization
to the objective function C(Ω) of the problem by the perimeter functional Per(Ω). The featured Laguerre
diagrams contain on average 7000 cells, and the computation proceeds in 200 iterations, for a total time
of about 80 min. A few iterates of the optimization process are depicted on Fig. 18, and the associated
convergence histories are represented on Fig. 19. The optimization path is much smoother in this second
experiment as in the former one, which can be explained by the fact that variations of the measures of the
cell do not incur non differentiability of the objective function so easily as in the “free boundary” context.
Indeed, holes cannot emerge naturally inside the bulk structure; this leaves much less room for one of the
conditions (G1) to (G7) for the differentiability of the vertices of the diagram with respect to seed points
and cell measures to become violated. However, one drawback of this approach is admittedly that the total
computational domain D has to be equipped with a diagram, thus resulting in an increase in computational
burden, especially in the perspective of the 3d extension of this work.

7.5. Optimization of the shape of a bridge by combination of shape and topological derivatives

This section deals with the optimization of another type of linearly elastic structures, namely a two-
dimensional bridge. The considered shapes Ω are enclosed in a box D with size 2 × 1.5; they are clamped
on a region ΓD around their lower-left corner, and the vertical displacement is prevented on another region
ΓS around their lower-right corner. A unit vertical load g = (0,−1) is applied on a region ΓN at the middle
of their lower side, see Fig. 14 (c).

In this example, we again minimize the compliance of the structure under a volume constraint, i.e. (7.6)
is solved, with the volume target VT = 0.7. We rely on a discretization of the shape Ω by two-phase
Laguerre diagrams of D, see Definition 3.1 and (3.5), and we calculate the sensitivity of the compliance
C(Ω) with respect to the defining parameters s and ν of the diagram by means of the “optimize-then-
discretize” approach presented in Section 6.1. We also add another ingredient with respect to the workflow
of the previous section: we periodically use the topological derivative to try and drill a tiny hole inside Ω in
an optimal way, see Remark 2.5. In this perspective, let us recall the following result about the topological
derivative of the compliance functional in two space dimensions, see [60, 94].

Theorem 7.1. Let d = 2, and let Ω ⊂ R2 be a bounded, Lipschitz domain. The elastic compliance C(Ω)
defined in (2.7) has a topological derivative at every point x ∈ Ω, which reads:

dTC(Ω)(x) =
π(λ+ 2µ)

2µ(λ+ µ)

(
4µAe(uΩ) : e(uΩ) + (λ− µ)tr(Ae(uΩ))tr(e(uΩ))

)
(x).

Starting from an initial shape Ω0 with trivial topology, see Fig. 20, we apply 200 iterations of our shape
and topology optimization Algorithm 1 (augmented with the aforementioned use of topological derivatives).
On average, the considered Laguerre diagrams contain about 7000 cells, and the total computation takes
about 80 min. A few intermediate shapes arising during the resolution are depicted in Fig. 20, and the
convergence history is provided in Fig. 21. Although the initial shape has a very poor topology, the shape
develops very non trivial features in the course of the optimization process, thanks to the use of topological
derivatives. The final, optimized design is very reminiscent of those obtained in the same context in e.g.
[40].

7.6. Minimization of the stress within a bridge structure

Our last numerical example deals with the minimization of the stress within a two-dimensional self-sustaining
bridge, which is depicted in Fig. 14 (d): the shapes are contained in a square-shaped box D with size 1× 1;
they are clamped on their bottom side ΓD, and a uniform vertical load g = (0,−1) is applied on their upper
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n = 0 n = 20

n = 41 n = 55

n = 75 n = 150

Figure 18. Various iterates in the solution of the cantilever optimization problem of Sec-
tion 7.4 via a discretization of shapes using two-phase Laguerre diagrams of the computa-
tional domain D.

side ΓN , which stands for the deck of the structure. Omitting body forces, the displacement uΩ : Ω→ R2 of
the structure is characterized by the boundary value problem (7.5).

In this setting, we aim to minimize an integral quantity of the stress within the structure, i.e. we solve:

(7.7) min
Ω

S(Ω) s.t. Vol(Ω) = VT .

In this formulation, the stress function S(Ω) is defined by:

S(Ω) =

∫
Ω

||σ(uΩ)||2 dx, where σ(uΩ) := Ae(uΩ),

and the volume target VT is set to 0.8.
We address the solution of (7.7) with the two-phase Laguerre diagram discretization presented in Sec-

tion 3.1 and used in the previous examples Sections 7.4 and 7.5. Here again, the sensitivities of the objective
function with respect to the seed points s and cell measures ν defining the diagrams at stake are calculated
by the optimize-then-discretize approach presented in Section 6.1. From the implementation viewpoint, the
main difference between this example and those addressed in the previous Sections 7.4 and 7.5 is that the
optimization problem is no longer self-adjoint, i.e. the shape derivative of S(Ω) involves an adjoint state pΩ

which is not easily related to uΩ, as revealed by the following result, about which we refer again to e.g. [7].
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Figure 19. Evolution of the objective (mechanical compliance) and volume during the so-
lution of the cantilever optimization problem of Section 7.4.

n = 0 n = 22 n = 39

n = 55 n = 75 n = 200

Figure 20. Various iterates in the solution of the bridge optimization problem of Sec-
tion 7.5.

Proposition 7.3. The function S(Ω) is shape differentiable at any smooth enough shape Ω, and its derivative
reads, for any vector field θ vanishing on ΓD ∪ ΓN :

(7.8) S′(Ω)(θ) =

∫
Ω

div(θ)Ae(uΩ) : e(pΩ) dx− 2µ

∫
Ω

(
(∇uΩ∇θ) : e(pΩ) + (∇pΩ∇θ) : e(uΩ)

)
dx

− λ
∫

Ω

(
tr(∇uΩ∇θ)div(pΩ) + tr(∇pΩ∇θ)div(uΩ)

)
dx,

where the adjoint state pΩ is the solution to the following variational problem:

Search for pΩ ∈ H1
ΓD

(Ω)2 s.t. ∀v ∈ H1
ΓD

(Ω)2,

∫
Ω

Ae(pΩ) : e(v) dx = −2

∫
Ω

Ae(uΩ) : Ae(v) dx.
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Figure 21. Evolution of the objective (mechanical compliance) and volume during the so-
lution of the bridge optimization problem of Section 7.5.

We apply 250 iterations of our shape and topology optimization Algorithm 1 to solve the problem (7.7).
The average number N of cells of the considered Laguerre diagrams is 8000, and the total computation takes
about 3 hours. We note that the calculation of the adjoint state pΩ requires the solution to the boundary
value problem (7.8) for pΩ at each iteration of the process, in addition to that of (7.5), which explains
the significant increase in computational burden observed in this case. A few snapshots of the optimization
process are reported on Fig. 22. Again, the shape dramatically changes topology in the course of the solution
process.

8. Conclusions and perspectives

In this article, we have presented a novel numerical framework for optimal design, inspired by modern
concepts from fields so diverse as optimal transport, computational geometry, and shape and topology
optimization. The key feature of our method is a consistent body-fitted representation of the shape, in terms
of a (modified version of a) Laguerre diagram. The latter is parametrized in terms of the seed points and
the measures of its cells, as permitted by deep results from optimal transport theory. The evolution of the
shape through the iterations of the process is driven by the shape gradients of the objective and constraint
functionals, which are suitably expressed in terms of these defining variables of Laguerre diagrams. Our
numerical strategy is Lagrangian in nature, since the evolution of the shape is tracked via the motion of
the seed points and weights of the diagram. However, dramatic updates can be accounted for in a robust
fashion, including topological changes, since the diagram is never deformed itself – it is rediscovered from the
updated seed points and cell measures. This framework can generally handle complex physical situations,
featuring multiple phases, and we hope that it can serve to other applications. Remarkably, it features a
description of a wide variety of shapes by a relatively small number of parameters, which pleads in favor of
the use of such representation in connection with reduced basis methods, or of the use of neural networks for
a parametrization of shapes by such a diagram, and the realization of its optimization with machine learning
techniques.

For the sake of simplicity, we have focused our presentation and numerical illustrations on the case of two
space dimensions, although the underlying theory holds true in 3d, and the critical numerical ingredients of
the method (notably, the computation of Laguerre diagrams) are already available in this context. In future
work, we ambition to adapt this numerical methodology to this theoretically similar, albeit numerically much
more involved (and much richer) 3d context.

On the longer term, and from a more theoretical viewpoint, it would be fascinating to appraise more
rigorously the new type of shape evolution featured by this method. Indeed, the examples of Sections 7.1
and 7.4 have demonstrated how different the induced notion of sensitivity with respect to the design is
from more “classical” concepts such as shape and topological derivatives: we suspect that these issues are
somehow related to the idea of linearized optimal transport, see Remark 3.5.
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n = 0 n = 34

n = 81 n = 250

Figure 22. Various iterates in the solution of the stress minimization problem within a
self-sustaining bridge of Section 7.6.
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Appendix A. Calculation and differentiation of the coordinates of the vertices of a
diagram with respect to its seed points and weights

In this appendix, we detail the calculation of the positions of the vertices q = {qj}j=1,...,M ∈ RdM of

the diagram V(s,ψ) in (3.6) from the datum of its seed points s and weights ψ. We also investigate the
calculation of their derivatives with respect to s and ψ, which is a central ingredient in the procedure of
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Section 6.2 for expressing differentiation of functions with respect to the positions q of the vertices of the
diagram in terms of the generating seed points s and weights ψ. These formulas are admittedly not new,
but their rigorous exposition and establishment are not so easily found in the literature. Our presentation
focuses on the case d = 2, but similar analyses could be conducted in three space dimensions.

Let us start with the following general result.

Proposition A.1. Let s ∈ RdN and ψ ∈ RN be sets of seed points and weights satisfying the genericity
assumptions (G1) to (G7) and let q = {qj}j=1,...,M ∈ RdM denote the vertices of the diagram V(s,ψ). Then

for ŝ ∈ RdN and ψ̂ ∈ RN small enough, the perturbed diagram V(s + ŝ,ψ + ψ̂) has the same neighbour
relations as V(s,ψ).

Moreover, there exists a mapping m : RdNs ×RNψ →W 1,∞(Rd,Rd) which is differentiable in a neighborhood

of (0,0) such that:

∀i = 1, . . . , N, m(ŝ, ψ̂)
(
Vi(s,ψ)

)
= Vi(s + ŝ,ψ + ψ̂),

and

The vertices of the diagram V(s + ŝ,ψ + ψ̂) are exactly the points m(ŝ, ψ̂)(qj), j = 1, . . . ,M.

Proof. At first, we prove that i 6= j ∈ {1, . . . , N} are the indices of neighbor cells in the diagram V(s,ψ)

if and only if the cells i and j are neighbors in V(s + ŝ,ψ + ψ̂) for small enough perturbations ŝ ∈ RdN

and ψ̂ ∈ RN . For simplicity, we only deal with the case where the edge eij between the cells Vi(s,ψ) and
Vj(s,ψ) in V(s,ψ) lies entirely in the open set D, the treatment of the situation where it intersects ∂D
being similar.

To achieve our purpose, let us first observe that Vi(s,ψ) and Vj(s,ψ) are neighbors in the diagram V(s,ψ)
if and only if the following property holds true:

∃x ∈ D s.t.

{
|x− si|2−ψi = |x− sj |2−ψj ,
|x− si|2−ψi < |x− sk|2−ψk, for each k /∈ {i, j} .

In turn, this is equivalent to the positivity of the optimal value

max
x

{
min
k/∈{i,j}

{
|x− sk|2−ψk −

(
|x− si|2−ψi

)}
, x ∈ D, |x− si|2−ψi = |x− sj |2−ψj

}
.

We now invoke the continuity of the optimal value of a constrained optimization program with respect to
perturbations of its parameters, see e.g. Prop. 4.4 in [23], whose assumptions are satisfied in the present
case. Hence, if the cells indexed by i 6= j are neighbors in the diagram V(s,ψ), then they are also neighbors

in the diagram V(s + ŝ,ψ + ψ̂) for small enough ŝ ∈ RdN , ψ̂ ∈ RN . Note that a similar argument shows

that if V(s,ψ) satisfies (G1) to (G7), then so does V(s + ŝ,ψ + ψ̂).

Conversely, let us now prove that there exists ε > 0 such that, for any perturbations ŝ ∈ RdN , ψ̂ ∈ RN

with |̂s|+|ψ̂|< ε, the diagram V(s + ŝ,ψ + ψ̂)) cannot have neighbor cells that are not already neighbors
in V(s,ψ). To achieve this, we proceed by contradiction, assuming that there exist sequences ŝn ∈ RdN ,

ψ̂n ∈ RN converging to 0 and index sequences in 6= jn ∈ {1, . . . , N} such that the cells with indices in,

jn are neighbors in V(s + ŝn,ψ + ψ̂n) but not in V(s,ψ). Actually, since the number N of seed points is
finite, we may extract a subsequence (still labeled by n) along which these indices i, j are independent of

n. Let then an and bn denote the vertices of the edge between the cells i and j in V(s + ŝn,ψ + ψ̂n), and
let kn, ln /∈ {i, j} denote the (distinct) indices such that an (resp. bn) is at the intersection between the

cells i, j and kn (resp. ln) in V(s + ŝn,ψ + ψ̂n). Up to extraction of another subsequence, we may assume
that these indices do not depend on n, and we denote them by k 6= l. We may also assume that an and
bn converge to limiting positions a∗ and b∗, respectively. Both points belong to the boundaries ∂Vi(s,ψ)
and ∂Vj(s,ψ). Since Vi(s,ψ) and Vj(s,ψ) are not neighbors in V(s,ψ), one must then have a∗ = b∗ and
this single vertex is at the intersection between the four cells Vi(s,ψ), Vj(s,ψ), Vk(s,ψ) and Vl(s,ψ). This
contradicts Assumption (G2), and the statement that i and j are not neighbors in V(s,ψ) is absurd.

At this point, we have proved that for ŝ ∈ RdN , ψ̂ ∈ RN small enough, the perturbed diagram V(s+ ŝ,ψ+

ψ̂) has the same neighbor relations as V(s,ψ). Now, each cell Vi(s + ŝ,ψ + ψ̂) is a closed, convex subset of
D whose non degenerate edges are completely characterized by their endpoints. The calculations below show
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<latexit sha1_base64="Ud1XSIXE8nDfPU2KljjH90chhHs=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2A9oStlsN+3SzSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+55FrI2L1gNOE9yM6UiIUjKKVfB/5EwZhZmYDMShX3Kq7AFknXk4qkKM5KH/5w5ilEVfIJDWm57kJ9jOqUTDJZyU/NTyhbEJHvGepohE3/Wxx84xcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uw5t+JlSSIldsuShMJcGYzAMgQ6E5Qzm1hDIt7K2EjammDG1MJRuCt/ryOmlfVb16tX5fqzRqeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sD5/AGgw5IL</latexit>si <latexit sha1_base64="rVSmQ50eIpTM3+DXy6PBx1YxnB4=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0mkVI8FLx4r2FZoQ9lsJ+3azSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqObR4LGN9HzADUihooUAJ94kGFgUSOsH4euZ3HkEbEas7nCTgR2yoRCg4Qyv1eghPGISZmfYf+uWKW3XnoKvEy0mF5Gj2y1+9QczTCBRyyYzpem6CfsY0Ci5hWuqlBhLGx2wIXUsVi8D42fzmKT2zyoCGsbalkM7V3xMZi4yZRIHtjBiOzLI3E//zuimGV34mVJIiKL5YFKaSYkxnAdCB0MBRTixhXAt7K+UjphlHG1PJhuAtv7xK2hdVr16t39YqjVoeR5GckFNyTjxySRrkhjRJi3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz+iR5IM</latexit>sj
<latexit sha1_base64="rNE6QdB0GElSRGLOtq6MeMKP2BM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikqMeCF48V7Ae0oWy2m3bpZhN2J0IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknd3O/88S1EYl6xGnKg5iOlIgEo2ilTj/MpOQ4qNY811uArBO/IDUo0BxUv/rDhGUxV8gkNabneykGOdUomOSzSj8zPKVsQke8Z6miMTdBvjh3Ri6sMiRRom0pJAv190ROY2OmcWg7Y4pjs+rNxf+8XobRbZALlWbIFVsuijJJMCHz38lQaM5QTi2hTAt7K2FjqilDm1DFhuCvvrxO2leuf+3WH+q1hlvEUYYzOIdL8OEGGnAPTWgBgwk8wyu8Oanz4rw7H8vWklPMnMIfOJ8/dPuPmQ==</latexit>• <latexit sha1_base64="rNE6QdB0GElSRGLOtq6MeMKP2BM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikqMeCF48V7Ae0oWy2m3bpZhN2J0IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknd3O/88S1EYl6xGnKg5iOlIgEo2ilTj/MpOQ4qNY811uArBO/IDUo0BxUv/rDhGUxV8gkNabneykGOdUomOSzSj8zPKVsQke8Z6miMTdBvjh3Ri6sMiRRom0pJAv190ROY2OmcWg7Y4pjs+rNxf+8XobRbZALlWbIFVsuijJJMCHz38lQaM5QTi2hTAt7K2FjqilDm1DFhuCvvrxO2leuf+3WH+q1hlvEUYYzOIdL8OEGGnAPTWgBgwk8wyu8Oanz4rw7H8vWklPMnMIfOJ8/dPuPmQ==</latexit>•

<latexit sha1_base64="HWZ1cBx9Lrn3aNWwWGKxlbnvS7E=">AAAB8XicdVDJSgNBEO2JW4xb1KOXxiB4CjMi0WPAi8cIZsFkCD2dmqRJT8/YXSOGIX/hxYMiXv0bb/6NnUWI24OCx3tVVNULEikMuu6Hk1taXlldy68XNja3tneKu3sNE6eaQ53HMtatgBmQQkEdBUpoJRpYFEhoBsOLid+8A21ErK5xlIAfsb4SoeAMrXTTQbjHIMxux91iySu7U1D3F/mySmSOWrf43unFPI1AIZfMmLbnJuhnTKPgEsaFTmogYXzI+tC2VLEIjJ9NLx7TI6v0aBhrWwrpVF2cyFhkzCgKbGfEcGB+ehPxL6+dYnjuZ0IlKYLis0VhKinGdPI+7QkNHOXIEsa1sLdSPmCacbQhFRZD+J80TspepVy5Oi1VT+dx5MkBOSTHxCNnpEouSY3UCSeKPJAn8uwY59F5cV5nrTlnPrNPvsF5+wQdFZEu</latexit>q
<latexit sha1_base64="jrFsEOSpfdeDtuoQbTn5i4m2HN0=">AAAB7nicdVDJSgNBEK2JW4xb1KOXwSB4GmZE1GPAi8cIZoFkCD2dmqRJT8/QXSOEkI/w4kERr36PN//GziLE7UHB470qqupFmRSGfP/DKaysrq1vFDdLW9s7u3vl/YOGSXPNsc5TmepWxAxKobBOgiS2Mo0siSQ2o+H11G/eozYiVXc0yjBMWF+JWHBGVmp2olxKpG65Enj+DK7/i3xZFVig1i2/d3opzxNUxCUzph34GYVjpklwiZNSJzeYMT5kfWxbqliCJhzPzp24J1bpuXGqbSlyZ+ryxJglxoySyHYmjAbmpzcV//LaOcVX4VioLCdUfL4ozqVLqTv93e0JjZzkyBLGtbC3unzANONkEyoth/A/aZx5wYV3fnteqXqLOIpwBMdwCgFcQhVuoAZ14DCEB3iCZydzHp0X53XeWnAWM4fwDc7bJ3Z7j5o=</latexit>•

b

<latexit sha1_base64="rNE6QdB0GElSRGLOtq6MeMKP2BM=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0ikqMeCF48V7Ae0oWy2m3bpZhN2J0IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEph0PO+ndLG5tb2Tnm3srd/cHhUPT5pmyTTjLdYIhPdDanhUijeQoGSd1PNaRxK3gknd3O/88S1EYl6xGnKg5iOlIgEo2ilTj/MpOQ4qNY811uArBO/IDUo0BxUv/rDhGUxV8gkNabneykGOdUomOSzSj8zPKVsQke8Z6miMTdBvjh3Ri6sMiRRom0pJAv190ROY2OmcWg7Y4pjs+rNxf+8XobRbZALlWbIFVsuijJJMCHz38lQaM5QTi2hTAt7K2FjqilDm1DFhuCvvrxO2leuf+3WH+q1hlvEUYYzOIdL8OEGGnAPTWgBgwk8wyu8Oanz4rw7H8vWklPMnMIfOJ8/dPuPmQ==</latexit>•

<latexit sha1_base64="jrFsEOSpfdeDtuoQbTn5i4m2HN0=">AAAB7nicdVDJSgNBEK2JW4xb1KOXwSB4GmZE1GPAi8cIZoFkCD2dmqRJT8/QXSOEkI/w4kERr36PN//GziLE7UHB470qqupFmRSGfP/DKaysrq1vFDdLW9s7u3vl/YOGSXPNsc5TmepWxAxKobBOgiS2Mo0siSQ2o+H11G/eozYiVXc0yjBMWF+JWHBGVmp2olxKpG65Enj+DK7/i3xZFVig1i2/d3opzxNUxCUzph34GYVjpklwiZNSJzeYMT5kfWxbqliCJhzPzp24J1bpuXGqbSlyZ+ryxJglxoySyHYmjAbmpzcV//LaOcVX4VioLCdUfL4ozqVLqTv93e0JjZzkyBLGtbC3unzANONkEyoth/A/aZx5wYV3fnteqXqLOIpwBMdwCgFcQhVuoAZ14DCEB3iCZydzHp0X53XeWnAWM4fwDc7bJ3Z7j5o=</latexit>•

<latexit sha1_base64="41S8fbo5sbAX/dy5ubwqIj/Zp8A=">AAAB83icdVDLSgNBEJyNrxhfUY9eBoPgKexKiB4DXjxGMA/IhjA76U2GzM6uM71iWPIbXjwo4tWf8ebfOHkI8VXQUFR100UFiRQGXffDya2srq1v5DcLW9s7u3vF/YOmiVPNocFjGet2wAxIoaCBAiW0Ew0sCiS0gtHl1G/dgTYiVjc4TqAbsYESoeAMreT7CPcYhNntpOf2iiWv7M5A3V/kyyqRBeq94rvfj3kagUIumTEdz02wmzGNgkuYFPzUQML4iA2gY6liEZhuNss8oSdW6dMw1nYU0pm6fJGxyJhxFNjNiOHQ/PSm4l9eJ8XwopsJlaQIis8fhamkGNNpAbQvNHCUY0sY18JmpXzINONoayosl/A/aZ6VvWq5el0p1SqLOvLkiByTU+KRc1IjV6ROGoSThDyQJ/LspM6j8+K8zldzzuLmkHyD8/YJSNGR0Q==</latexit>q0
<latexit sha1_base64="jrFsEOSpfdeDtuoQbTn5i4m2HN0=">AAAB7nicdVDJSgNBEK2JW4xb1KOXwSB4GmZE1GPAi8cIZoFkCD2dmqRJT8/QXSOEkI/w4kERr36PN//GziLE7UHB470qqupFmRSGfP/DKaysrq1vFDdLW9s7u3vl/YOGSXPNsc5TmepWxAxKobBOgiS2Mo0siSQ2o+H11G/eozYiVXc0yjBMWF+JWHBGVmp2olxKpG65Enj+DK7/i3xZFVig1i2/d3opzxNUxCUzph34GYVjpklwiZNSJzeYMT5kfWxbqliCJhzPzp24J1bpuXGqbSlyZ+ryxJglxoySyHYmjAbmpzcV//LaOcVX4VioLCdUfL4ozqVLqTv93e0JjZzkyBLGtbC3unzANONkEyoth/A/aZx5wYV3fnteqXqLOIpwBMdwCgFcQhVuoAZ14DCEB3iCZydzHp0X53XeWnAWM4fwDc7bJ3Z7j5o=</latexit>•

<latexit sha1_base64="jrFsEOSpfdeDtuoQbTn5i4m2HN0=">AAAB7nicdVDJSgNBEK2JW4xb1KOXwSB4GmZE1GPAi8cIZoFkCD2dmqRJT8/QXSOEkI/w4kERr36PN//GziLE7UHB470qqupFmRSGfP/DKaysrq1vFDdLW9s7u3vl/YOGSXPNsc5TmepWxAxKobBOgiS2Mo0siSQ2o+H11G/eozYiVXc0yjBMWF+JWHBGVmp2olxKpG65Enj+DK7/i3xZFVig1i2/d3opzxNUxCUzph34GYVjpklwiZNSJzeYMT5kfWxbqliCJhzPzp24J1bpuXGqbSlyZ+ryxJglxoySyHYmjAbmpzcV//LaOcVX4VioLCdUfL4ozqVLqTv93e0JjZzkyBLGtbC3unzANONkEyoth/A/aZx5wYV3fnteqXqLOIpwBMdwCgFcQhVuoAZ14DCEB3iCZydzHp0X53XeWnAWM4fwDc7bJ3Z7j5o=</latexit>•
<latexit sha1_base64="yMqtoNdYdM78HFanEQioc7YyIN4=">AAACBnicdVDLSsNAFJ3UV62vqEsRgkVwY0mkVJcFNy4r2Ae0IUymk3boZBJnbsQSsnLjr7hxoYhbv8Gdf+M0rVBfBwbOnHPv3DvHjzlTYNsfRmFhcWl5pbhaWlvf2Nwyt3daKkokoU0S8Uh2fKwoZ4I2gQGnnVhSHPqctv3R+cRv31CpWCSuYBxTN8QDwQJGMGjJM/d7QG/BD9LrzEuFl+bXFEuSZcdO5pllp2LnsOxf5Msqoxkanvne60ckCakAwrFSXceOwdXvASOcZqVeomiMyQgPaFdTgUOq3DT/RmYdaqVvBZHUR4CVq/MdKQ6VGoe+rgwxDNVPbyL+5XUTCM7clIk4ASrIdFCQcAsia5KJ1WeSEuBjTTCRTO9qkSGWmIBOrjQfwv+kdVJxapXaZbVcr87iKKI9dICOkINOUR1doAZqIoLu0AN6Qs/GvfFovBiv09KCMevZRd9gvH0CvfqZ5g==</latexit>qnarc�1

<latexit sha1_base64="LgSvBfcPPLJiq5TIDX5vNRi9FWc=">AAAB9XicdVDLSsNAFJ3UV62vqks3g0VwVRIp1WXBjcsK9gFtLJPpTTt0MokzN2oJ+Q83LhRx67+4829MH0J9HbhwOOde7uF4kRQGbfvDyi0tr6yu5dcLG5tb2zvF3b2mCWPNocFDGeq2xwxIoaCBAiW0Iw0s8CS0vNH5xG/dgjYiVFc4jsAN2EAJX3CGmXTdRbhHz09u0l6i016x5JTtKaj9i3xZJTJHvVd87/ZDHgegkEtmTMexI3QTplFwCWmhGxuIGB+xAXQyqlgAxk2mqVN6lCl96oc6G4V0qi5eJCwwZhx42WbAcGh+ehPxL68To3/mJkJFMYLis0d+LCmGdFIB7QsNHOU4I4xrkWWlfMg045gVVVgs4X/SPCk71XL1slKqVeZ15MkBOSTHxCGnpEYuSJ00CCeaPJAn8mzdWY/Wi/U6W81Z85t98g3W2yd5l5Mf</latexit>qr
<latexit sha1_base64="jrFsEOSpfdeDtuoQbTn5i4m2HN0=">AAAB7nicdVDJSgNBEK2JW4xb1KOXwSB4GmZE1GPAi8cIZoFkCD2dmqRJT8/QXSOEkI/w4kERr36PN//GziLE7UHB470qqupFmRSGfP/DKaysrq1vFDdLW9s7u3vl/YOGSXPNsc5TmepWxAxKobBOgiS2Mo0siSQ2o+H11G/eozYiVXc0yjBMWF+JWHBGVmp2olxKpG65Enj+DK7/i3xZFVig1i2/d3opzxNUxCUzph34GYVjpklwiZNSJzeYMT5kfWxbqliCJhzPzp24J1bpuXGqbSlyZ+ryxJglxoySyHYmjAbmpzcV//LaOcVX4VioLCdUfL4ozqVLqTv93e0JjZzkyBLGtbC3unzANONkEyoth/A/aZx5wYV3fnteqXqLOIpwBMdwCgFcQhVuoAZ14DCEB3iCZydzHp0X53XeWnAWM4fwDc7bJ3Z7j5o=</latexit>•

<latexit sha1_base64="Ud1XSIXE8nDfPU2KljjH90chhHs=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2A9oStlsN+3SzSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+55FrI2L1gNOE9yM6UiIUjKKVfB/5EwZhZmYDMShX3Kq7AFknXk4qkKM5KH/5w5ilEVfIJDWm57kJ9jOqUTDJZyU/NTyhbEJHvGepohE3/Wxx84xcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uw5t+JlSSIldsuShMJcGYzAMgQ6E5Qzm1hDIt7K2EjammDG1MJRuCt/ryOmlfVb16tX5fqzRqeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sD5/AGgw5IL</latexit>si

<latexit sha1_base64="lwS469LeXnyr7qpAdh+m+PN2Eis=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8LbshxBwDXjxGMA9IltA7mSRjZneWmVkhLPkHLx4U8er/ePNvnLxAjQUNRVU33V1hIrg2nvflbGxube/s5vby+weHR8eFk9OmlqmirEGlkKodomaCx6xhuBGsnSiGUShYKxzfzPzWI1Oay/jeTBIWRDiM+YBTNFZqdlEkI+wVip7rzUE8t1SulvwK8VfKihRhiXqv8NntS5pGLDZUoNYd30tMkKEynAo2zXdTzRKkYxyyjqUxRkwH2fzaKbm0Sp8MpLIVGzJXf05kGGk9iULbGaEZ6b/eTPzP66RmUA0yHiepYTFdLBqkghhJZq+TPleMGjGxBKni9lZCR6iQGhtQ3oaw9vI6aZZcv+JW7srFmruMIwfncAFX4MM11OAW6tAACg/wBC/w6kjn2Xlz3hetG85y5gx+wfn4BqvEjyc=</latexit>

↵

<latexit sha1_base64="0/Ib7r6WgMFLawQRnpYygSZeHlk=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKeyGEHMMePEYwTwwCWF2MpsMmZ1dZnrFsOQvvHhQxKt/482/cfICNRY0FFXddHf5sRQGXffLyWxsbm3vZHdze/sHh0f545OmiRLNeINFMtJtnxouheINFCh5O9achr7kLX98PfNbD1wbEak7nMS8F9KhEoFgFK1030X+iH6Q+tN+vuAW3TmIWyyVqyWvQryVsiIFWKLez392BxFLQq6QSWpMx3Nj7KVUo2CST3PdxPCYsjEd8o6liobc9NL5xVNyYZUBCSJtSyGZqz8nUhoaMwl92xlSHJm/3kz8z+skGFR7qVBxglyxxaIgkQQjMnufDITmDOXEEsq0sLcSNqKaMrQh5WwIay+vk2ap6FWKldtyoVZexpGFMziHS/DgCmpwA3VoAAMFT/ACr45xnp03533RmnGWM6fwC87HNyd/kTY=</latexit>

b

c

<latexit sha1_base64="Ud1XSIXE8nDfPU2KljjH90chhHs=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkVI8FLx4r2A9oStlsN+3SzSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+55FrI2L1gNOE9yM6UiIUjKKVfB/5EwZhZmYDMShX3Kq7AFknXk4qkKM5KH/5w5ilEVfIJDWm57kJ9jOqUTDJZyU/NTyhbEJHvGepohE3/Wxx84xcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uw5t+JlSSIldsuShMJcGYzAMgQ6E5Qzm1hDIt7K2EjammDG1MJRuCt/ryOmlfVb16tX5fqzRqeRxFOINzuAQPrqEBd9CEFjBI4Ble4c1JnRfn3flYthacfOYU/sD5/AGgw5IL</latexit>si

<latexit sha1_base64="rVSmQ50eIpTM3+DXy6PBx1YxnB4=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0mkVI8FLx4r2FZoQ9lsJ+3azSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqObR4LGN9HzADUihooUAJ94kGFgUSOsH4euZ3HkEbEas7nCTgR2yoRCg4Qyv1eghPGISZmfYf+uWKW3XnoKvEy0mF5Gj2y1+9QczTCBRyyYzpem6CfsY0Ci5hWuqlBhLGx2wIXUsVi8D42fzmKT2zyoCGsbalkM7V3xMZi4yZRIHtjBiOzLI3E//zuimGV34mVJIiKL5YFKaSYkxnAdCB0MBRTixhXAt7K+UjphlHG1PJhuAtv7xK2hdVr16t39YqjVoeR5GckFNyTjxySRrkhjRJi3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz+iR5IM</latexit>sj

<latexit sha1_base64="TPtS2tlporPP2Kj0QdBDMgVunw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPBi8cK9gPaUDbbSbt0swm7E6GU/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvTKUw5HnfTmFjc2t7p7hb2ts/ODwqH5+0TJJpjk2eyER3QmZQCoVNEiSxk2pkcSixHY7v5n77CbURiXqkSYpBzIZKRIIzslK7F2ZSIvXLFa/qLeCuEz8nFcjR6Je/eoOEZzEq4pIZ0/W9lIIp0yS4xFmplxlMGR+zIXYtVSxGE0wX587cC6sM3CjRthS5C/X3xJTFxkzi0HbGjEZm1ZuL/3ndjKLbYCpUmhEqvlwUZdKlxJ3/7g6ERk5yYgnjWthbXT5imnGyCZVsCP7qy+ukdVX1a9Xaw3Wlfp3HUYQzOIdL8OEG6nAPDWgChzE8wyu8Oanz4rw7H8vWgpPPnMIfOJ8/d22PoQ==</latexit>•

<latexit sha1_base64="TPtS2tlporPP2Kj0QdBDMgVunw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPBi8cK9gPaUDbbSbt0swm7E6GU/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvTKUw5HnfTmFjc2t7p7hb2ts/ODwqH5+0TJJpjk2eyER3QmZQCoVNEiSxk2pkcSixHY7v5n77CbURiXqkSYpBzIZKRIIzslK7F2ZSIvXLFa/qLeCuEz8nFcjR6Je/eoOEZzEq4pIZ0/W9lIIp0yS4xFmplxlMGR+zIXYtVSxGE0wX587cC6sM3CjRthS5C/X3xJTFxkzi0HbGjEZm1ZuL/3ndjKLbYCpUmhEqvlwUZdKlxJ3/7g6ERk5yYgnjWthbXT5imnGyCZVsCP7qy+ukdVX1a9Xaw3Wlfp3HUYQzOIdL8OEG6nAPDWgChzE8wyu8Oanz4rw7H8vWgpPPnMIfOJ8/d22PoQ==</latexit>•

<latexit sha1_base64="HWZ1cBx9Lrn3aNWwWGKxlbnvS7E=">AAAB8XicdVDJSgNBEO2JW4xb1KOXxiB4CjMi0WPAi8cIZsFkCD2dmqRJT8/YXSOGIX/hxYMiXv0bb/6NnUWI24OCx3tVVNULEikMuu6Hk1taXlldy68XNja3tneKu3sNE6eaQ53HMtatgBmQQkEdBUpoJRpYFEhoBsOLid+8A21ErK5xlIAfsb4SoeAMrXTTQbjHIMxux91iySu7U1D3F/mySmSOWrf43unFPI1AIZfMmLbnJuhnTKPgEsaFTmogYXzI+tC2VLEIjJ9NLx7TI6v0aBhrWwrpVF2cyFhkzCgKbGfEcGB+ehPxL6+dYnjuZ0IlKYLis0VhKinGdPI+7QkNHOXIEsa1sLdSPmCacbQhFRZD+J80TspepVy5Oi1VT+dx5MkBOSTHxCNnpEouSY3UCSeKPJAn8uwY59F5cV5nrTlnPrNPvsF5+wQdFZEu</latexit>q
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Figure 23. Different categories of vertices in a diagram V(s,ψ): (a) Case of a vertex q at
the intersection between 3 cells; (b) Case of a vertex between 2 cells and the void phase; (c)
Case of a vertex resulting from the discretization of an exterior circle; (d) Case of a vertex
at the intersection between 2 cells and the boundary ∂D of the computational domain D; (e)
Case of a vertex at the intersection between one cell, the void phase, and ∂D.

that all the vertices of this diagram behave as differentiable functions in a neighborhood of (s,ψ). We may

then define m(ŝ, ψ̂) as an affine function in restriction to every edge of the cells Vi(s,ψ), and then extend
the latter into D as a whole by barycentric coordinates extension. This induces a W 1,∞(Rd,Rd) mapping

m(ŝ, ψ̂) which is a differentiable of the variables (s,ψ) in the neighborhood of (0,0) ∈ RdN × RN . �

We provide the missing ingredients of the above proof by showing that the vertices of the diagram V(s,ψ)
are smooth functions of the seed points s and weights ψ when they are slight perturbations of reference values
satisfying (G1) to (G7). Meanwhile, we provide explicit characterizations of their derivatives, which are useful
in particular in the numerical implementation of the methods presented in Section 6. We proceed in the
case d = 2 for simplicity, but a similar analysis could be conducted when d = 3, up to an increased level of
tediousness. We distinguish between several types of vertices, which are illustrated on Fig. 23.

Case 1: Vertices at the intersection of three cells. Let q ∈ R2 be the vertex at the intersection between
three given cells Vi(s,ψ), Vj(s,ψ) and Vk(s,ψ), for some distinct indices i, j, k ∈ {1, . . . , N}. This vertex is
characterized by the following relations:{

|q− si|2 − ψi = |q− sj |2 − ψj
|q− si|2 − ψi = |q− sk|2 − ψk,

which rewrites: {
〈q, sj − si〉 = 1

2 (|sj |2 − |si|2 − (ψj − ψi))
〈q, sk − si〉 = 1

2 (|sk|2 − |si|2 − (ψk − ψi)).
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Invoking Assumptions (G2) and (G3), this system uniquely determines q as a smooth function of si, sj ,
sk and ψi, ψj , ψk, a dependence which is not made explicit for notational simplicity. Taking derivatives in
the previous system then leads to the following 2× 2 linear systems for the sensitivities [∇siq] ∈ R2×2 and
∂q
∂ψi
∈ R2: (

sj − si
sk − si

)
[∇siq] =

(
q− si
q− si

)
, and

(
sj − si
sk − si

)
∂q

∂ψi
=

( 1
2
1
2

)
,

which are invertible on account of Assumption (G2). Similar expressions hold true for the derivatives
[
∇sjq

]
,

[∇skq] and ∂q
∂ψj

, ∂q
∂ψk

.

Case 2: Vertices at the intersection of two cells and void. Let now q ∈ R2 be one vertex at the intersection
between the cells Vi(s,ψ), Vj(s,ψ) (i 6= j) and the void phase V0(s,ψ). Then, q satisfies the following
system of equations: {

〈q, sj − si〉 = 1
2 (|sj |2 − |si|2 − (ψj − ψi))

|q− si|2 = ψi.

Note that there may be several such vertices, and so the above system may accordingly have multiple
solutions. Assumption (G3) and the implicit function theorem together imply that q behaves as a smooth
function of si, sj , ψi and ψj – actually, any solution to this system induces a smooth branch of solutions for
small perturbations of these parameters. Taking derivatives, it follows:(

sj − si
q− si

)
[∇siq] =

(
q− si
q− si

)
, and

(
sj − si
q− si

)
∂q

∂ψi
=

( 1
2
1
2

)
.

These systems are invertible on account of Assumption (G3). Again, similar expressions hold for the deriva-

tives
[
∇sjq

]
and ∂q

∂ψj
.

Case 3: Vertices corresponding to the discretization of a circular arc. Consider a circular arc pertaining to
the boundary of the cell Vi(s,ψ), and let qr, r = 0, . . . , narc be the vertices corresponding to its discretization,
enumerated counterclockwise, see Section 4. Let α ∈ (0, 2π) be the angle from siq0 to siqnarc

, which is a
smooth function of si, q0 and qnarc

, and, in turn, as revealed by the previous item, a smooth function of the
seed points s and weights ψ. More precisely, it holds:

cosα =

〈
siq0

|siq0|
,

siqnarc

|siqnarc
|

〉
, sinα = det

(
siq0

|siq0|
,

siqnarc

|siqnarc
|

)
,

whence we infer α ∈ (0, 2π) via the formula

α = 2acot

(
1 + cosα

sinα

)
= π − 2atan

(
1 + cosα

sinα

)
.

Then, let us introduce the vector b = siq
⊥
0 := (−(si,2− q0,2), si,1− q0,1), where u⊥ := (−u2, u1) denotes the

90◦ counterclockwise rotate of a vector u = (u1, u2) ∈ R2. Each vertex qr (r = 1, . . . , narc−1) is determined
by the following relation:

siqr = cos(trα)siq0 + sin(trα)b, where tr =
r

narc
.

The differentiability of qr and the closed form expressions of its derivatives with respect to s and ψ are
straightforward consequences of this formula.

Since the cells of the diagram V(s,ψ) are restricted to the bounded computational domain D ⊂ R2, two
additional situations should be considered, which are depicted on Fig. 23 (e) (f). To address them, it is
convenient to introduce a level set function φ : R2 → R for D, that is

∀x ∈ R2,

 φ(x) < 0 if x ∈ D,
φ(x) = 0 if x ∈ ∂D,
φ(x) > 0 otherwise.

Then, the unit normal vector n(x) to ∂D pointing outward D is given by n(x) = ∇φ(x)
|∇φ(x)| for ds a.e. x ∈ ∂D,

see e.g. [95, 110] about general features of such a level set representation of domains.
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Case 2b: Vertices corresponding to the intersection between two cells and ∂D. Let q ∈ R2 be one vertex at
the intersection between the cells Vi(s,ψ), Vj(s,ψ) and ∂D. Then the following system of equations holds:{

|q− si|2−ψi = |q− sj |2−ψj
φ(q) = 0.

As in the previous items, the combination of Assumptions (G5) and (G6) with the implicit function theorem
shows that this q behaves as a smooth function of the parameters s and ψ when the latter are slightly
perturbed from reference values satisfying (G1) to (G7). In the meantime, taking derivatives in the above
equations yields immediately the following systems:(

sj − si
n(q)

)
[∇siq] =

(
q− si

0

)
, and

(
sj − si
n(q)

)
∂q

∂ψi
=

(
1
2
0

)
,

which are invertible on account of (G5) and (G6). Similar relations allow to characterize the derivatives[
∇sjq

]
and ∂q

∂ψj
.

Case 3b: Vertices at the intersection between one exterior circle and ∂D. Let q ∈ R2 be one vertex lying at
the intersection between the cell Vi(s,ψ) (i = 1, . . . , N), the void phase V0(s,ψ) and ∂D. Then,{

|q− si|2 − ψi = 0
φ(q) = 0,

Using (G1) to (G7) and the implicit function theorem, we see that this system characterizes a smooth
function of s and ψ. In the meantime, taking derivatives into these equations, we obtain the following
invertible systems: (

q− si
n(q)

)
[∇siq] =

(
q− si

0

)
, and

(
q− si
n(q)

)
∂qr
∂ψi

=

(
1
2
0

)
.

Appendix B. Second order derivatives of the Kantorovic functional with respect to
seeds and weights

Let s ∈ RdN , ψ ∈ RN be generic seed points and weights, in the sense that (G1) to (G7) hold true. Let
also ν = {ν1, . . . , νN} be a vector of prescribed measures. Restricting to the case of two space dimensions
d = 2 for simplicity, this section details the calculation of the partial derivatives of the derivative F :
RdNs × RNν × RNψ → RN of the Kantorovic functional introduced in Theorem 3.1:

F(s,ν,ψ) =
(
νi − |Vi(s,ψ)|

)
i=1,...,N

.

Let us recall that this result is useful for a variety of purposes in our framework: on the one hand, it is the
key ingredient of the Newton-Raphson algorithm implemented for the resolution of (3.11), see Section 4.1.
On the other hand, it is needed in the procedure of Section 6 for expressing the derivative of a quantity with
respect to the vertices q of the diagram in terms of the defining seed points s and weights ψ. Again, the
results of this appendix are not completely new, see e.g. [42, 84, 93] where fairly similar calculations are
conducted in a formal fashion. The calculation of the derivatives of F with respect to the weights ψ is also
achieved in [84], and in [45] in a more general context. Here, we present an elementary mixture of arguments
used in the aforementioned references.

Let us introduce a few additional notations, which are illustrated on Fig. 24:

• For any index i = 1, . . . , N and any neighbor j ∈ Ni of i, we recall that eij is the line segment
Vi(s,ψ) ∩ Vj(s,ψ), and we denote by mij the midpoint of eij .

• For i = 1, . . . , N , we denote by Ci,r, r = 1, . . . , nc,i the circular arcs composing the boundary of the
cell Vi(s,ψ); the value nc,i = 0 indicates that the cell is not on the boundary of the associated shape
Ω. We also let Ci :=

⋃nc,i

r=1 Ci,r.
• For i = 1, . . . , N and r = 1, . . . , nc,i, the endpoints of the circular arc Ci,r are denoted by q0

i,r, q1
i,r

when the latter is oriented counterclockwise, and θi,r ∈ (0, 2π) is its angular aperture.
57



<latexit sha1_base64="CxthKak9Za1kdLQdPGPzJqFHUIc=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BLx4jmAckS5iddJIhsw9meoWw5CO8eFDEq9/jzb9xkuxBEwsaiqpuuruCRElDrvvtFDY2t7Z3irulvf2Dw6Py8UnLxKkW2BSxinUn4AaVjLBJkhR2Eo08DBS2g8nd3G8/oTYyjh5pmqAf8lEkh1JwslK7F6RKIfXLFbfqLsDWiZeTCuRo9MtfvUEs0hAjEoob0/XchPyMa5JC4azUSw0mXEz4CLuWRjxE42eLc2fswioDNoy1rYjYQv09kfHQmGkY2M6Q09isenPxP6+b0vDWz2SUpISRWC4apopRzOa/s4HUKEhNLeFCS3srE2OuuSCbUMmG4K2+vE5aV1Xvulp7qFXqtTyOIpzBOVyCBzdQh3toQBMETOAZXuHNSZwX5935WLYWnHzmFP7A+fwBdsmPnw==</latexit>•
<latexit sha1_base64="jx3oD+AyfHO/KWkzdpy9/LzNzzM=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1JMUvHisYD+gDWWz3bRrN5uwOxFL6N/w4kERr/4Zb/4bt20O2vpg4PHeDDPzgkQKg6777RRWVtfWN4qbpa3tnd298v5B08SpZrzBYhnrdkANl0LxBgqUvJ1oTqNA8lYwupn6rUeujYjVPY4T7kd0oEQoGEUrdbvInzAIMzPpPfTKFbfqzkCWiZeTCuSo98pf3X7M0ogrZJIa0/HcBP2MahRM8kmpmxqeUDaiA96xVNGIGz+b3TwhJ1bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9Kbif14nxfDKz4RKUuSKzReFqSQYk2kApC80ZyjHllCmhb2VsCHVlKGNqWRD8BZfXibNs6p3UT2/O6/UrvM4inAEx3AKHlxCDW6hDg1gkMAzvMKbkzovzrvzMW8tOPnMIfyB8/kDpKWSFA==</latexit>sj

<latexit sha1_base64="kDhrTQKE4/uJqV/aiI7kvoXI6iY=">AAAB83icdVDLSgNBEOyNrxhfUY9eBoPgKeyKqCcJePEYwTwgu4TZyWwyZHZ2mekVw5Lf8OJBEa/+jDf/xslDiK+ChqKqmy4qTKUw6LofTmFpeWV1rbhe2tjc2t4p7+41TZJpxhsskYluh9RwKRRvoEDJ26nmNA4lb4XDq4nfuuPaiETd4ijlQUz7SkSCUbSS7yO/xzDK1bgruuWKV3WnIO4v8mVVYI56t/zu9xKWxVwhk9SYjuemGORUo2CSj0t+ZnhK2ZD2ecdSRWNugnyaeUyOrNIjUaLtKCRTdfEip7Exozi0mzHFgfnpTcS/vE6G0UWQC5VmyBWbPYoySTAhkwJIT2jOUI4soUwLm5WwAdWUoa2ptFjC/6R5UvXOqqc3p5Xa5byOIhzAIRyDB+dQg2uoQwMYpPAAT/DsZM6j8+K8zlYLzvxmH77BefsEnP6SDw==</latexit>ni
<latexit sha1_base64="b+w6Qqy14xeFMFZ+b9sD46GsJj8=">AAAB8XicbVDLSgNBEJz1GeMr6tHLYBA8hd0QYk4S8OIxgnlgEsLspDcZMju7zPSKYclfePGgiFf/xpt/4+QFaixoKKq66e7yYykMuu6Xs7a+sbm1ndnJ7u7tHxzmjo4bJko0hzqPZKRbPjMghYI6CpTQijWw0JfQ9EfXU7/5ANqISN3hOIZuyAZKBIIztNJ9B+ER/SAdTnq5vFtwZ6BuoViqFL0y9ZbKkuTJArVe7rPTj3gSgkIumTFtz42xmzKNgkuYZDuJgZjxERtA21LFQjDddHbxhJ5bpU+DSNtSSGfqz4mUhcaMQ992hgyH5q83Ff/z2gkGlW4qVJwgKD5fFCSSYkSn79O+0MBRji1hXAt7K+VDphlHG1LWhrDy8ippFAteuVC6LeWrV4s4MuSUnJEL4pFLUiU3pEbqhBNFnsgLeXWM8+y8Oe/z1jVnMXNCfsH5+AYy+5FE</latexit>

h

<latexit sha1_base64="CxthKak9Za1kdLQdPGPzJqFHUIc=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BLx4jmAckS5iddJIhsw9meoWw5CO8eFDEq9/jzb9xkuxBEwsaiqpuuruCRElDrvvtFDY2t7Z3irulvf2Dw6Py8UnLxKkW2BSxinUn4AaVjLBJkhR2Eo08DBS2g8nd3G8/oTYyjh5pmqAf8lEkh1JwslK7F6RKIfXLFbfqLsDWiZeTCuRo9MtfvUEs0hAjEoob0/XchPyMa5JC4azUSw0mXEz4CLuWRjxE42eLc2fswioDNoy1rYjYQv09kfHQmGkY2M6Q09isenPxP6+b0vDWz2SUpISRWC4apopRzOa/s4HUKEhNLeFCS3srE2OuuSCbUMmG4K2+vE5aV1Xvulp7qFXqtTyOIpzBOVyCBzdQh3toQBMETOAZXuHNSZwX5935WLYWnHzmFP7A+fwBdsmPnw==</latexit>•
<latexit sha1_base64="ysta3QVV2/jSA5hSfF4/3Glpz98=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0mkqCcpePFYwX5AU8pmO2mXbjZhdyKW0L/hxYMiXv0z3vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzaHJYxnrTsAMSKGgiQIldBINLAoktIPx7cxvP4I2IlYPOEmgF7GhEqHgDK3k+whPGISZmfZFv1xxq+4cdJV4OamQHI1++csfxDyNQCGXzJiu5ybYy5hGwSVMS35qIGF8zIbQtVSxCEwvm988pWdWGdAw1rYU0rn6eyJjkTGTKLCdEcORWfZm4n9eN8XwupcJlaQIii8WhamkGNNZAHQgNHCUE0sY18LeSvmIacbRxlSyIXjLL6+S1kXVu6zW7muV+k0eR5GckFNyTjxyRerkjjRIk3CSkGfySt6c1Hlx3p2PRWvByWeOyR84nz+jIZIT</latexit>si

<latexit sha1_base64="D+6sV68a8g0nIv7RCugXbBuH0Qk=">AAAB+HicdVDLSsNAFJ3UV62PRl26CRbBVUlEqispuHFZwT6gDWEyvWnHTiZh5kasIV/ixoUibv0Ud/6N6UOorwMXDufcyz0cPxZco21/GIWl5ZXVteJ6aWNza7ts7uy2dJQoBk0WiUh1fKpBcAlN5CigEyugoS+g7Y8uJn77FpTmkbzGcQxuSAeSB5xRzCXPLPcQ7tAPUsi8lN9knllxqvYUlv2LfFkVMkfDM997/YglIUhkgmrddewY3ZQq5ExAVuolGmLKRnQA3ZxKGoJ202nwzDrMlb4VRCofidZUXbxIaaj1OPTzzZDiUP/0JuJfXjfB4MxNuYwTBMlmj4JEWBhZkxasPlfAUIxzQpnieVaLDamiDPOuSosl/E9ax1WnVq1dnVTq5/M6imSfHJAj4pBTUieXpEGahJGEPJAn8mzcG4/Gi/E6Wy0Y85s98g3G2yef3ZO5</latexit>eij

<latexit sha1_base64="98LzsxmtKpBjOHaFb2ix9JbTmv0=">AAACC3icbZC7SgNBFIZn4y3G26qlzZAgJE3YDSGmkoCNZQRzgSSE2clsMmT2wsxZSVi2t/FVbCwUsfUF7HwbJzdR4w8DH/85hzPnd0LBFVjWp5Ha2Nza3knvZvb2Dw6PzOOTpgoiSVmDBiKQbYcoJrjPGsBBsHYoGfEcwVrO+GpWb90xqXjg38I0ZD2PDH3uckpAW30z2wU2AceNvSS/wlFS+OZJUuibOatozYWtYqlcLdkVbK+cFeTQUvW++dEdBDTymA9UEKU6thVCLyYSOBUsyXQjxUJCx2TIOhp94jHVi+e3JPhcOwPsBlI/H/Dc/TkRE0+pqefoTo/ASP2tzcz/ap0I3Gov5n4YAfPpYpEbCQwBngWDB1wyCmKqgVDJ9V8xHRFJKOj4MjqEtZPXoVkq2pVi5aacq10u40ijM5RFeWSjC1RD16iOGoiie/SIntGL8WA8Ga/G26I1ZSxnTtEvGe9fCt+bsA==</latexit>

m(h)(x)
<latexit sha1_base64="nuWzPvEVpWstbICqUjzVsieFkek=">AAAB8XicbVDLSgNBEJyNrxhfUY9eBoPgKexKUE8S8OIxgnlgEsLspDcZMju7zPRKwpK/8OJBEa/+jTf/xkmyB00saCiquunu8mMpDLrut5NbW9/Y3MpvF3Z29/YPiodHDRMlmkOdRzLSLZ8ZkEJBHQVKaMUaWOhLaPqj25nffAJtRKQecBJDN2QDJQLBGVrpsYMwRj9Ix9NeseSW3TnoKvEyUiIZar3iV6cf8SQEhVwyY9qeG2M3ZRoFlzAtdBIDMeMjNoC2pYqFYLrp/OIpPbNKnwaRtqWQztXfEykLjZmEvu0MGQ7NsjcT//PaCQbX3VSoOEFQfLEoSCTFiM7ep32hgaOcWMK4FvZWyodMM442pIINwVt+eZU0LsreZblyXylVb7I48uSEnJJz4pErUiV3pEbqhBNFnskreXOM8+K8Ox+L1pyTzRyTP3A+fwAolpE8</latexit>x <latexit sha1_base64="CxthKak9Za1kdLQdPGPzJqFHUIc=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BLx4jmAckS5iddJIhsw9meoWw5CO8eFDEq9/jzb9xkuxBEwsaiqpuuruCRElDrvvtFDY2t7Z3irulvf2Dw6Py8UnLxKkW2BSxinUn4AaVjLBJkhR2Eo08DBS2g8nd3G8/oTYyjh5pmqAf8lEkh1JwslK7F6RKIfXLFbfqLsDWiZeTCuRo9MtfvUEs0hAjEoob0/XchPyMa5JC4azUSw0mXEz4CLuWRjxE42eLc2fswioDNoy1rYjYQv09kfHQmGkY2M6Q09isenPxP6+b0vDWz2SUpISRWC4apopRzOa/s4HUKEhNLeFCS3srE2OuuSCbUMmG4K2+vE5aV1Xvulp7qFXqtTyOIpzBOVyCBzdQh3toQBMETOAZXuHNSZwX5935WLYWnHzmFP7A+fwBdsmPnw==</latexit>•

a

<latexit sha1_base64="k2mg+RCHB5fH/eJtsXHs5kpaDYU=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BPXiMYB6YhDA7mU2GzM4uM72SsOQvvHhQxKt/482/cZLsQRMLGoqqbrq7/FgKg6777eTW1jc2t/LbhZ3dvf2D4uFRw0SJZrzOIhnplk8Nl0LxOgqUvBVrTkNf8qY/upn5zSeujYjUA05i3g3pQIlAMIpWeuwgH6MfpONpr1hyy+4cZJV4GSlBhlqv+NXpRywJuUImqTFtz42xm1KNgkk+LXQSw2PKRnTA25YqGnLTTecXT8mZVfokiLQthWSu/p5IaWjMJPRtZ0hxaJa9mfif104wuO6mQsUJcsUWi4JEEozI7H3SF5ozlBNLKNPC3krYkGrK0IZUsCF4yy+vksZF2bssV+4rpeptFkceTuAUzsGDK6jCHdSgDgwUPMMrvDnGeXHenY9Fa87JZo7hD5zPHypkkUI=</latexit>x

<latexit sha1_base64="Ix9vpNvwINVWze48VAY3dTvesJY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rGgB48V7Ae0oWy2k3bpZhN2J0Ip/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEphyPO+ncLa+sbmVnG7tLO7t39QPjxqmiTTHBs8kYluh8ygFAobJEhiO9XI4lBiKxzdzvzWE2ojEvVI4xSDmA2UiARnZKVWN8ykROqVK17Vm8NdJX5OKpCj3it/dfsJz2JUxCUzpuN7KQUTpklwidNSNzOYMj5iA+xYqliMJpjMz526Z1bpu1GibSly5+rviQmLjRnHoe2MGQ3NsjcT//M6GUU3wUSoNCNUfLEoyqRLiTv73e0LjZzk2BLGtbC3unzINONkEyrZEPzll1dJ86LqX1UvHy4rtbs8jiKcwCmcgw/XUIN7qEMDOIzgGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AXuZj68=</latexit>•

<latexit sha1_base64="Ix9vpNvwINVWze48VAY3dTvesJY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rGgB48V7Ae0oWy2k3bpZhN2J0Ip/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEphyPO+ncLa+sbmVnG7tLO7t39QPjxqmiTTHBs8kYluh8ygFAobJEhiO9XI4lBiKxzdzvzWE2ojEvVI4xSDmA2UiARnZKVWN8ykROqVK17Vm8NdJX5OKpCj3it/dfsJz2JUxCUzpuN7KQUTpklwidNSNzOYMj5iA+xYqliMJpjMz526Z1bpu1GibSly5+rviQmLjRnHoe2MGQ3NsjcT//M6GUU3wUSoNCNUfLEoyqRLiTv73e0LjZzk2BLGtbC3unzINONkEyrZEPzll1dJ86LqX1UvHy4rtbs8jiKcwCmcgw/XUIN7qEMDOIzgGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AXuZj68=</latexit>•

<latexit sha1_base64="Ix9vpNvwINVWze48VAY3dTvesJY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rGgB48V7Ae0oWy2k3bpZhN2J0Ip/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEphyPO+ncLa+sbmVnG7tLO7t39QPjxqmiTTHBs8kYluh8ygFAobJEhiO9XI4lBiKxzdzvzWE2ojEvVI4xSDmA2UiARnZKVWN8ykROqVK17Vm8NdJX5OKpCj3it/dfsJz2JUxCUzpuN7KQUTpklwidNSNzOYMj5iA+xYqliMJpjMz526Z1bpu1GibSly5+rviQmLjRnHoe2MGQ3NsjcT//M6GUU3wUSoNCNUfLEoyqRLiTv73e0LjZzk2BLGtbC3unzINONkEyrZEPzll1dJ86LqX1UvHy4rtbs8jiKcwCmcgw/XUIN7qEMDOIzgGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AXuZj68=</latexit>•

<latexit sha1_base64="D4WS+GKVhldKO5suGdRJXwvtVzY=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0mkqMeCHjxWsB/QlLLZTtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUc2jyWMa6EzADUihookAJnUQDiwIJ7WB8M/Pbj6CNiNUDThLoRWyoRCg4Qyv5PsITBmFmpn3RL1fcqjsHXSVeTiokR6Nf/vIHMU8jUMglM6bruQn2MqZRcAnTkp8aSBgfsyF0LVUsAtPL5jdP6ZlVBjSMtS2FdK7+nshYZMwkCmxnxHBklr2Z+J/XTTG87mVCJSmC4otFYSopxnQWAB0IDRzlxBLGtbC3Uj5imnG0MZVsCN7yy6ukdVH1Lqu1+1qlfpvHUSQn5JScE49ckTq5Iw3SJJwk5Jm8kjcndV6cd+dj0Vpw8plj8gfO5w+k75IZ</latexit>si

<latexit sha1_base64="VZfRLLcKKsTwNtZJWlgAsOoULi4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBDx4r2A9oQ9lsN+3azSbsTsQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMrqd+65FrI2J1j+OE+xEdKBEKRtFK3S7yJwzCzEx6D71yxa26M5Bl4uWkAjnqvfJXtx+zNOIKmaTGdDw3QT+jGgWTfFLqpoYnlI3ogHcsVTTixs9mN0/IiVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZBoA6QvNGcqxJZRpYW8lbEg1ZWhjKtkQvMWXl0nzrOpdVM/vziu1mzyOIhzBMZyCB5dQg1uoQwMYJPAMr/DmpM6L8+58zFsLTj5zCH/gfP4ApnOSGg==</latexit>sj

<latexit sha1_base64="tXq+z79ilCery+Tuhbn7MqBBwaQ=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCHjxWsB/QlLLZbtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38z89iPXRsTqAScJ70V0qEQoGEUr+T7yJwzCzEz743654lbdOcgq8XJSgRyNfvnLH8QsjbhCJqkxXc9NsJdRjYJJPi35qeEJZWM65F1LFY246WXzm6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGF73MqGSFLlii0VhKgnGZBYAGQjNGcqJJZRpYW8lbEQ1ZWhjKtkQvOWXV0nroupdVmv3tUr9No+jCCdwCufgwRXU4Q4a0AQGCTzDK7w5qfPivDsfi9aCk88cwx84nz+n95Ib</latexit>sk
<latexit sha1_base64="EzXOKtUwIdHs1A3RM+rVFyG1Gew=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hU0MxtwCevAYwTwwCWF2MpsMmZ1dZnrFsOQvvHhQxKt/482/cfICNRY0FFXddHd5kRQGXffLWVldW9/YTG2lt3d29/YzB4d1E8aa8RoLZaibHjVcCsVrKFDyZqQ5DTzJG97wauI3Hrg2IlR3OIp4J6B9JXzBKFrpvo38ET0/GYy7maybc6cgbq5QLJdL5yS/UBYkC3NUu5nPdi9kccAVMkmNaeXdCDsJ1SiY5ON0OzY8omxI+7xlqaIBN51kevGYnFqlR/xQ21JIpurPiYQGxowCz3YGFAfmrzcR//NaMfqXnUSoKEau2GyRH0uCIZm8T3pCc4ZyZAllWthbCRtQTRnakNI2hKWXl0m9kMtf5Iq3xWzleh5HCo7hBM4gDyWowA1UoQYMFDzBC7w6xnl23pz3WeuKM585gl9wPr4BRLCRVQ==</latexit>

h

<latexit sha1_base64="Od4bViQsyWB8dhewO0CAad015HI=">AAACC3icbZC7SgNBFIZnvcZ4W7W0GRKEpAmbGBLTBbSwjGAukIQwO5lNhsxemDkrCcv2Nr6KjYUitr6AnW/j5CZq/GHg4z/ncOb8diC4Asv6NNbWNza3thM7yd29/YND8+i4ofxQUlanvvBlyyaKCe6xOnAQrBVIRlxbsKY9upzWm3dMKu57tzAJWNclA487nBLQVs9MdYCNwXYiN84scRhnv3kcZ3tm2spZM2ErVyhWKuVznF86S0ijhWo986PT92noMg+oIEq181YA3YhI4FSwONkJFQsIHZEBa2v0iMtUN5rdEuMz7fSx40v9PMAz9+dERFylJq6tO10CQ/W3NjX/q7VDcC66EfeCEJhH54ucUGDw8TQY3OeSURATDYRKrv+K6ZBIQkHHl9QhrJy8Co1CLl/KlW6K6erVIo4EOkUplEF5VEZVdI1qqI4oukeP6Bm9GA/Gk/FqvM1b14zFzAn6JeP9CxyUm8E=</latexit>

m(h)(x)
<latexit sha1_base64="Ix9vpNvwINVWze48VAY3dTvesJY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rGgB48V7Ae0oWy2k3bpZhN2J0Ip/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEphyPO+ncLa+sbmVnG7tLO7t39QPjxqmiTTHBs8kYluh8ygFAobJEhiO9XI4lBiKxzdzvzWE2ojEvVI4xSDmA2UiARnZKVWN8ykROqVK17Vm8NdJX5OKpCj3it/dfsJz2JUxCUzpuN7KQUTpklwidNSNzOYMj5iA+xYqliMJpjMz526Z1bpu1GibSly5+rviQmLjRnHoe2MGQ3NsjcT//M6GUU3wUSoNCNUfLEoyqRLiTv73e0LjZzk2BLGtbC3unzINONkEyrZEPzll1dJ86LqX1UvHy4rtbs8jiKcwCmcgw/XUIN7qEMDOIzgGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AXuZj68=</latexit>•

<latexit sha1_base64="Q3ShL/cmmc665Rt4lS/9u6fPTmc=">AAACAXicdVDLSsNAFJ3UV62vqBvBTbAIdVMSKeqyoAuXFewD2hAm00k7dDIJMzfSEuLGX3HjQhG3/oU7/8bpC+rrwIUz59zLnXv8mDMFtv1p5JaWV1bX8uuFjc2t7R1zd6+hokQSWicRj2TLx4pyJmgdGHDaiiXFoc9p0x9cjv3mHZWKReIWRjF1Q9wTLGAEg5Y886ADdAh+kIrMY6X5Y5ideGbRKdsTWPYvMreKaIaaZ350uhFJQiqAcKxU27FjcFMsgRFOs0InUTTGZIB7tK2pwCFVbjq5ILOOtdK1gkjqEmBN1MWJFIdKjUJfd4YY+uqnNxb/8toJBBduykScABVkuihIuAWRNY7D6jJJCfCRJphIpv9qkT6WmIAOrbAYwv+kcVp2zsqVm0qxejWLI48O0REqIQedoyq6RjVURwTdo0f0jF6MB+PJeDXepq05Yzazj77BeP8CPBKXaA==</latexit>

ni(x)

<latexit sha1_base64="nxWw5SpYd+dWZQdQIt1E/cAgSYw=">AAAB+3icbVDLSsNAFJ34rPUV69LNYBFcSElEqsuCLlxWsA9oY5hMJ+3QySTO3EhLyK+4caGIW3/EnX/j9LHQ1gMXDufcy733BIngGhzn21pZXVvf2CxsFbd3dvf27YNSU8epoqxBYxGrdkA0E1yyBnAQrJ0oRqJAsFYwvJ74rSemNI/lPYwT5kWkL3nIKQEj+XapC2wEQZg95n7Gz9z8wfHtslNxpsDLxJ2TMpqj7ttf3V5M04hJoIJo3XGdBLyMKOBUsLzYTTVLCB2SPusYKknEtJdNb8/xiVF6OIyVKQl4qv6eyEik9TgKTGdEYKAXvYn4n9dJIbzyMi6TFJiks0VhKjDEeBIE7nHFKIixIYQqbm7FdEAUoWDiKpoQ3MWXl0nzvOJWK9W7i3LtZh5HAR2hY3SKXHSJaugW1VEDUTRCz+gVvVm59WK9Wx+z1hVrPnOI/sD6/AH4iZRp</latexit>

q0
i,1

<latexit sha1_base64="vOqW8gqeozToAkbAHLhhe17ovNs=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFcSElEqsuCLlxWsA9oY5hMJ+3QycOZGzGE+CtuXCji1g9x5984bbPQ1gMXDufcy733eLHgCizr21haXlldWy9tlDe3tnd2zb39tooSSVmLRiKSXY8oJnjIWsBBsG4sGQk8wTre+HLidx6YVDwKbyGNmROQYch9TgloyTUrfWCP4PnZfe5m/MTO72zsmlWrZk2BF4ldkCoq0HTNr/4goknAQqCCKNWzrRicjEjgVLC83E8UiwkdkyHraRqSgCknmx6f4yOtDLAfSV0h4Kn6eyIjgVJp4OnOgMBIzXsT8T+vl4B/4WQ8jBNgIZ0t8hOBIcKTJPCAS0ZBpJoQKrm+FdMRkYSCzqusQ7DnX14k7dOaXa/Vb86qjasijhI6QIfoGNnoHDXQNWqiFqIoRc/oFb0ZT8aL8W58zFqXjGKmgv7A+PwBVr+UlA==</latexit>

q1
i,1

<latexit sha1_base64="Ix9vpNvwINVWze48VAY3dTvesJY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rGgB48V7Ae0oWy2k3bpZhN2J0Ip/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEphyPO+ncLa+sbmVnG7tLO7t39QPjxqmiTTHBs8kYluh8ygFAobJEhiO9XI4lBiKxzdzvzWE2ojEvVI4xSDmA2UiARnZKVWN8ykROqVK17Vm8NdJX5OKpCj3it/dfsJz2JUxCUzpuN7KQUTpklwidNSNzOYMj5iA+xYqliMJpjMz526Z1bpu1GibSly5+rviQmLjRnHoe2MGQ3NsjcT//M6GUU3wUSoNCNUfLEoyqRLiTv73e0LjZzk2BLGtbC3unzINONkEyrZEPzll1dJ86LqX1UvHy4rtbs8jiKcwCmcgw/XUIN7qEMDOIzgGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AXuZj68=</latexit>•

<latexit sha1_base64="Ix9vpNvwINVWze48VAY3dTvesJY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6rGgB48V7Ae0oWy2k3bpZhN2J0Ip/RFePCji1d/jzX/jts1BWx8MPN6bYWZemEphyPO+ncLa+sbmVnG7tLO7t39QPjxqmiTTHBs8kYluh8ygFAobJEhiO9XI4lBiKxzdzvzWE2ojEvVI4xSDmA2UiARnZKVWN8ykROqVK17Vm8NdJX5OKpCj3it/dfsJz2JUxCUzpuN7KQUTpklwidNSNzOYMj5iA+xYqliMJpjMz526Z1bpu1GibSly5+rviQmLjRnHoe2MGQ3NsjcT//M6GUU3wUSoNCNUfLEoyqRLiTv73e0LjZzk2BLGtbC3unzINONkEyrZEPzll1dJ86LqX1UvHy4rtbs8jiKcwCmcgw/XUIN7qEMDOIzgGV7hzUmdF+fd+Vi0Fpx85hj+wPn8AXuZj68=</latexit>•

b

Figure 24. Deformation of (a) An interior cell; (b) A cell containing at least one circular
arc in the diagram V(s,ψ), induced by a small perturbation of the corresponding seed point,
as considered in Appendix B.

• For i = 1, . . . , N , we denote by ni the unit normal vector field to ∂Vi(s,ψ), pointing outward Vi(s,ψ).
This latter is given for ds-almost every point x ∈ ∂Vi(s,ψ) by the following expressions:

n(x) =

{
sj−si
|sj−si| if x ∈ eij for some j ∈ Ni,
x−si
|x−si| if x ∈ Ci.

The result of interest in this appendix is the following.

Proposition B.1. Let s = {si}i=1,...,N ∈ RdN and ψ = {ψi}i=1,...,N ∈ RN be sets of seed points and

weights satisfying the genericity Assumptions (G1) to (G7). Then, for all i = 1, . . . , N , the function F is
differentiable at (s,ν,ψ). It holds, for i = 1, . . . , N :

∇siFi(s,ν,ψ) = −
∑
j∈Ni

|eij |
|sj − si|

(mij−si)−
nc,i∑
r=1

(q0
i,r−q1

i,r)
⊥, and for j 6= i ∇sjFi(s,ν,ψ) =

|eij |
|sj − si|

(mij−si),

where u⊥ := (−u2, u1) is the 90◦ counterclockwise rotate of a vector u = (u1, u2) ∈ R2. Besides,

∂Fi
∂ψi

(s,ν,ψ) = −1

2

∑
j∈Ni

|eij |
|sj − si|

− nc,i∑
r=1

θi,r, and for j 6= i
∂Fi
∂ψj

(s,ν,ψ) =
1

2

|eij |
|sj − si|

.

Proof. Judging from the definition (3.14) of the function F(s,ν, ·), the proof boils down to the calculation
of the derivatives of the measures

Ai(s,ψ) := |Vi(s,ψ)|, i = 1, . . . , N

with respect to the seed points s ∈ RdN and weights ψ ∈ RN of the diagram V(s,ψ). The main idea
builds on the conclusion of Proposition A.1, whereby their exists ε > 0 such that for any perturbation

(ŝ, ψ̂) ∈ RdNs × RNψ with |̂s|+|ψ̂|< ε, the diagram V(s + ŝ,ψ + ψ̂) is obtained from the reference diagram

V(s,ψ) by application of a “smooth” deformation

Id + m(ŝ, ψ̂), where m(ŝ, ψ̂) ∈W 1,∞(R2,R2).

The derivative of (ŝ, ψ̂) 7→ Ai(s + ŝ,ψ + ψ̂) thus results from the combination of the chain rule with the
formula (2.8) for the derivative of the volume of a domain with respect to arbitrary perturbations of its
boundary.
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We first apply this strategy to calculate the derivative of Ai(s,ψ) with respect to si, for a given index
i = 1, . . . , N . For any vector h ∈ R2, let s(h) := (s1, . . . , si−1, si + h, si+1, . . . , sN ) be the collection of seed
points resulting from a translation h of the ith element of s. As we have recalled, when |h|< ε, the cell
Vi(s(h),ψ) is of the form

(B.1) Vi(s(h),ψ) = (Id + m(h))
(
Vi(s,ψ)

)
,

for a certain differentiable mapping B(0, ε) 3 h 7→ m(h) ∈ W 1,∞(R2,R2). The combination of the chain
rule with formula (2.8) yields:
(B.2)

∂Ai
∂si

(s,ψ)(h) =

∫
∂Vi(s,ψ)

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
ds(x)

=
∑
j∈Ni

∫
eij

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
ds(x) +

nc,i∑
r=1

∫
Ci,r

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
ds(x),

and we now proceed to glean information about the derivative R2 3 h 7→ ∂m
∂h (0)(h) ∈W 1,∞(R2,R2).

Let j ∈ Ni, and x be an arbitrary point on the edge eij . For any perturbation h ∈ B(0, ε), the point
m(h)(x) belongs to the intersection of the cells Vi(s(h),ψ) and Vj(s(h),ψ), which implies that:

|x + m(h)(x)− si − h|2−ψi = |x + m(h)(x)− sj |2−ψj .
A simple calculation then yields:

2〈m(h)(x), sj − si〉 = 2〈x− si,h〉+ |x− sj |2−|x− si|2−(ψj − ψi) + o(h),

and so: 〈
∂m

∂h
(0)(h)(x), sj − si

〉
= 〈x− si,h〉.

As a result, we have proved the expression

(B.3) ∀x ∈ eij ,

〈
∂m

∂h
(0)(h)(x),ni

〉
=

〈
x− si
|sj − si|

,h

〉
.

Let now x be a point on one of the circular arcs Ci,r, r = 1, . . . , nc,i. Again, the definition of Ci,r readily
implies that, for any perturbation vector |h|< ε, we have:

|x + m(h)(x)− si − h|2= ψi.

Hence, we obtain

〈m(h)(x),x− si〉 = 〈x− si,h〉 −
1

2
|x− si|2 +

1

2
ψi + o(h),

and so:

(B.4) ∀x ∈ Ci,r,
〈
∂m

∂h
(0)(h)(x),ni(x)

〉
=

〈
x− si
|x− si|

,h

〉
.

Eventually, combining (B.2) with (B.3) and (B.4), we obtain:

∂Ai
∂si

(s,ψ)(h) =

〈∑
j∈Ni

∫
eij

x− si
|sj − si|

ds(x),h

〉
+

〈
nc,i∑
r=1

∫
Ci,r

x− si
|x− si|

ds(x),h

〉

=

〈∑
j∈Ni

|eij |
|sj − si|

(mij − si),h

〉
+

〈
nc,i∑
r=1

(q0
i,r − si)

⊥ − (q1
i,r − si)

⊥,h

〉
,

where the second line follows from an elementary calculation. This yields the desired formula.

Let us now apply the same strategy to calculate the derivative of Ai(s,ψ) with respect to the weight ψi.
A perturbation of ψi of the form ψi + h for |h|< ε incurs a deformation of the ith cell of the diagram of the
form:

Vi(s,ψ + hei) = (Id + m(h))
(
Vi(s,ψ)

)
,
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for some differentiable mapping B(0, ε) 3 h 7→m(h) ∈W 1,∞(R2,R2). Again, the combination of (2.8) with
the chain rule yields:
(B.5)

∂Ai
∂ψi

(s,ψ)(h) =

∫
∂Vi(s,ψ)

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
ds(x)

=
∑
j∈Ni

∫
eij

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
ds(x) +

nc,i∑
r=1

∫
Ci,r

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
ds(x),

and we now aim to characterize the derivative R 3 h 7→ ∂m
∂h (0)(h) ∈W 1,∞(R2,R2).

To this end, let us first consider an index j ∈ Ni, and let x ∈ eij be given. For any h ∈ B(0, ε), it holds:

|x + m(h)(x)− si|2 − ψi − h = |x + m(h)(x)− sj |2 − ψj ,
and so

〈m(h)(x), sj − si〉 =
h

2
+ |x− sj |2 − |x− si|2 − (ψj − ψi) + o(h).

We then obtain the following formula involving the derivative of the mapping m:

∀x ∈ eij ,

〈
∂m

∂h
(0)(h)(x), sj − si

〉
=
h

2
,

which rewrites:

(B.6) ∀x ∈ eij ,

〈
∂m

∂h
(0)(h)(x),ni(x)

〉
=
h

2

1

|sj − si|
.

Let us now consider a point x located on one of the circular arcs Ci,r, r = 1, . . . , nc,i. It holds, for all
h ∈ B(0, ε):

|x +m(h)(x)− si|2 = ψi + h,

and so:

(B.7)

〈
∂m

∂h
(0)(h),ni(x)

〉
=

1

2|x− si|
=

1

2
ψ
−1/2
i .

Eventually, combining (B.5) with (B.6) and (B.7), we arrive at:

∂Ai
∂ψi

(s,ψ)(h) =

〈∑
j∈Ni

∫
eij

1

2

1

|sj − si|
ds(x), h

〉
+

〈
nc,i∑
r=1

∫
Ci,r

1

2
ψ
−1/2
i ds(x), h

〉

=

〈
1

2

∑
j∈Ni

|eij |
|sj − si|

, h

〉
+

〈
1

2

nc,i∑
r=1

θi,r, h

〉
,

which yields the desired formula.

The expressions of the partial derivatives of the mapping (s,ψ) 7→ Ai(s,ψ) with respect to the position
sj and weight ψj of a neighboring index j ∈ Ni are obtained in a completely similar fashion, and we omit
the details for brevity. The proof of Proposition B.1 is therefore complete. �

Remark B.1. The differentiability of the mapping ψ 7→ K(s,ν,ψ) – which essentially involves the areas
|Vi(s,ψ)| of the cells of the diagram V(s,ψ) – holds true under weaker assumptions than the collection
(G1) to (G7), which implies the differentiability of all the individual vertices of the diagram, see for instance
[45, 84]. To keep the presentation elementary and self-contained, we limit ourselves with the presented results,
which are sufficient for our purpose.

Corollary B.1. Let s ∈ RdN and ψ ∈ RN be collections of seed points and weights satisfying (G1) to (G7).
Then, [∇ψF(s,ν,ψ)] is a negative definite N ×N matrix, which is therefore invertible.

Proof. The above assumptions imply in particular that the diagram V(s,ψ) contains no empty cell, so that
the weights ψi are positive for i = 1, . . . , N (see Step 2 in the next Appendix C where the same argument
is used). Then, the matrix [∇ψF(s,ν,ψ)] is strictly diagonal dominant, and by a classical argument, it is
invertible. Since its diagonal entries are negative, the claim follows. �
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Remark B.2. In the case where the void phase V0(s,ψ) is empty, [∇ψF(s,ν,ψ)] has a one-dimensional
kernel, which reflects the fact that the collection of weights ψ realizing a given measure constraint for each
cell is unique up to addition of a common real number to all the ψi.

Appendix C. Proof of Theorem 3.1

The proof is decomposed into four steps.

Step 1: We prove that the function RN 3 ψ 7→ K(s,ν,ψ) ∈ R defined by (3.13) is concave, differentiable,
and we calculate its derivative.

For x ∈ X, we denote for convenience s0 ≡ s0(x) = x. For a given weight vector ψ ∈ RN , let us define the
measurable mappings Iψ : X → {0, . . . , N} and Tψ : X → X by:

Iψ(x) = arg min
i=0,...,N

(
|x− si|2 − ψi

)
, and Tψ(x) = sIψ(x),

where we recall the convention ψ0 = 0. Note that the points x ∈ X where the above minimum is not uniquely
attained form a set of Lebesgue measure 0, so that Iψ and Tψ are well-defined a.e. on X. This definition
immediately implies that, for any measurable mapping I : X → {0, . . . , N}, it holds:

|x− sIψ(x)|2 − ψIψ(x) ≤ |x− sI(x)|2 − ψI(x) for a.e. x ∈ X.

It follows that, for any weight vectors ψ,ϕ ∈ RN :

(C.1)

K(s,ν,ϕ) =

∫
D

(
|x− sIϕ(x)(x)| − ϕIϕ(x)

)
dx +

N∑
i=1

νiϕi

≤
∫
D

(
|x− sIψ(x)(x)| − ϕIψ(x)

)
dx +

N∑
i=1

νiϕi

=

N∑
i=0

∫
Vi(s,ψ)

(
|x− si|2 − ϕi

)
dx +

N∑
i=1

νiϕi

= K(s,ν,ψ) + 〈F(s,ν,ψ),ϕ−ψ〉,

where we recall that the components of F(s,ν,ψ) ∈ RN are defined by:

(C.2) Fi(s,ν,ψ) := νi − |Vi(s,ψ)|, i = 1, . . . , N.

Hence, the superdifferential ∂ψK(s,ν,ψ) of the mapping ϕ 7→ K(s,ν,ϕ) at an arbitrary weight vector
ψ ∈ RN contains F(s,ν,ψ) ∈ RN , and it is in particular non empty. On the other hand, the inequality
(C.1) expresses K(s,ν, ·) as the minimum of a collection of affine functions:

K(s,ν,ϕ) = min
ψ∈RN

(
K(s,ν,ψ) + 〈F(s,ν,ψ),ϕ−ψ〉

)
, ϕ ∈ RN .

This discussion shows that the mapping ψ 7→ K(s,ν,ψ) is concave, and thus differentiable at a.e. ψ ∈ RN ;
besides, its gradient at any point ψ where it is differentiable equals ∇ψK(s,ν,ψ) = F(s,ν,ψ), see [105],
Th. 25.4.

The C1 character of ψ 7→ K(s,ν,ψ) follows from the same argument as in the proof of Th. 40 in [84].
At first, a simple application of the Lebesgue dominated convergence theorem shows that the mapping
ψ → F(s,ν,ψ) is continuous on RN . On the other hand, according to Th. 25.6 in [105] the superdifferential
∂ψK(s,ν,ψ) at any vector ψ ∈ RN reads:

∂ψK(s,ν,ψ) =
{

lim
n→∞

gn, gn = ∇ψK(s,ν,ψn), ψn
n→∞−−−−→ ψ and K(s,ν, ·) is differentiable at ψn

}
.

Now, the continuity of F(s,ν, ·) implies that, for any sequence ψn → ψ such that K(s,ν, ·) is differentiable
at ψn, the unique element F(s,ν,ψn) = ∇ψK(s,ν,ψn) in ∂ψK(s,ν,ψn) converges to F(s,ν,ψ) as n→∞.
The superdifferential ∂ψK(s,ν,ψ) is thus reduced to a single point, and so K(s,ν, ·) is differentiable on RN ,
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with continuous derivative F(s,ν, ·). This completes the first step in the proof of Theorem 3.1; in passing,
we have proved that the maximizers ψ ∈ RN in (3.12) are characterized by the equation

F(s,ν,ψ) = 0.

Step 2: We prove the existence of a weight vector ψ∗ satisfying (3.11).

To this end, we adapt the argument of the proof of Corollary 39 in [84]. This starts with a few remarks:

• For any ψ ∈ RN and i = 1, . . . , N , the mapping R 3 t 7→ |Vi(s,ψ + tei)| is non decreasing.
• For any ψ ∈ RN , and i, j = 1, . . . , N , i 6= j, the mapping R 3 t 7→ |Vj(s,ψ + tei)| is non increasing.
• If the cell Vi(s,ψ) is non empty, then the weight ψi must satisfy ψi ≥ 0, since any point x ∈ Vi(s,ψ)

satisfies in particular |x− si|2−ψi ≤ 0.
• In the same spirit, if Vi(s,ψ) has positive Lebesgue measure, one has ψi > 0.
• If the cell V0(s,ψ) in (3.8) is non empty, it holds:

∀i = 1, . . . , N, ψi ≤ diam(D)2.

Now, let ν ∈ RN be a vector satisfying (3.10), and let K ⊂ RN be the set defined by

K =
{
ψ ∈ RN s.t. |Vi(s,ψ)| ≤ νi for all i = 1, . . . , N

}
.

According to the previous observations, for all ψ ∈ K, it holds |V0(s,ψ)|≥ ν0 > 0, and so K ⊂ [0,diam(D)2]N .
Moreover, since the mapping F(s,ν, ·) is continuous, K is closed, and it is therefore compact. Let us then
consider one solution ψ∗ to the following maximization problem:

(C.3) max
ψ∈K

W (ψ), where W (ψ) =

N∑
i=1

ψi.

Assume that there exists i ∈ {1, . . . , N} such that |Vi(s,ψ∗)|< νi. Then by the continuity of F (s,ν, ·), there
exists t > 0 such that |Vi(s,ψ∗ + tei)|< νi, and by the foregoing observations, one also has:

|Vj(s,ψ∗ + tei)| ≤ |Vj(s,ψ∗)| ≤ νj for j = 1, . . . , N, j 6= i.

Hence, the vector (ψ∗ + tei) also belongs to K and W (ψ∗ + tei) > W (ψ∗), which contradicts the definition
of ψ∗. We have thus proved that any maximizer ψ∗ in (C.3) satisfies the desired property:

|Vi(s,ψ∗)|= νi, for i = 1, . . . , N.

Step 3: We prove the uniqueness of ψ∗ under the genericity assumptions (G1) to (G7).

We have seen in Corollary B.1 that under the assumptions (G1) to (G7), the mapping ψ 7→ F(s,ν,ψ) is
differentiable at ψ∗, and that the derivative [∇ψF(s,ν,ψ∗)] is an invertible N ×N matrix.

Let us assume that there exists another weight vector ϕ∗ satisfying (3.11). Then ψ∗ and ϕ∗ are both
maximizers of the concave Kantorovic functional K(s,ν, ·), and so, for any t ∈ (0, 1), it holds:

F(s,ν, (1− t)ψ∗ + tϕ∗) = F(s,ν,ψ∗) = 0.

Rearranging the above equality, dividing both sides by t, then letting t tend to 0, we obtain:

[∇ψF(s,ν,ψ∗)] (ϕ∗ −ψ∗) = 0,

which proves that ψ∗ = ϕ∗, as expected.

Step 4: We use duality to conclude that (3.15) is the optimal transport mapping between µ and ν.

Let us recall the well-known expression of the dual maximization problem attached to the Kantorovic mini-
mization problem (OT-K):

(OT-D) max
ψ∈C(X)

(∫
X

min
y∈X

(
c(x,y)− ψ(y)

)
dµ(y) + ν0

1

|D|

∫
X

ψ(y) dy +

N∑
i=1

νiψi

)
,

see e.g. [107]. The weak duality phenomenon reads, in the present situation:

(C.4) max (OT-D) ≤ min (OT-K).
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Note that actually, strong duality holds, i.e. max (OT-D) = min (OT-K), see Th. 1.39 in [107]. We shall
not need this fact, which will actually turn out to be a by-product of our analysis.

Let ψ ∈ RN be the weight vector supplied by the second step, guaranteeing the equality (3.11), and let
Tψ be the mapping defined in (3.15); we recall from Step 2 that ψi > 0 for all i = 1, . . . , N and we retain
the convention ψ0 = 0. By construction, (Tψ)#µ = ν, so that (Id, Tψ)#µ is an admissible transport plan in
the problem (OT-K); hence:

min (OT-K) ≤
∫
X

c(x, Tψ(x)) dµ(x).

On the other hand, let us define the (discontinuous) function ψ̃ : X → R by

∀y ∈ X, ψ̃(y) =

{
ψi if y = si, i = 1, . . . , N,

ψ0 = 0 otherwise.

It follows from the definition of Tψ that:

∀x ∈ X, c(x, Tψ(x))− ψ̃(Tψ(x)) = min
y∈X

(
c(x,y)− ψ̃(y)

)
.

Integrating this identity, we obtain:

(C.5)

∫
X

c(x, Tψ(x)) dµ(x)−
N∑
i=1

νiψi =

∫
X

min
y∈X

(
c(x,y)− ψ̃(y)

)
dµ(x).

We now approximate the discontinuous function ψ̃ in the last term in the above right-hand side. To this
end, let us first introduce the step function χε defined for ε > 0 small enough by

∀y ∈ X, χε(y) =

{
ψi if |y − si|< ε for some i = 1, . . . , N,
0 otherwise.

We also introduce one function ζε ∈ C(X) satisfying the properties: ζε(y) = ψi if |y − si|< ε
2 for i = 1, . . . , N,

0 ≤ ζε(y) ≤ ψi if ε
2 ≤ |y − si|< ε for i = 1, . . . , N,

0 otherwise,

i.e. ζε is a smoothed version of ψ̃, whose support is contained in a collection of balls of radius ε around the
si, i = 1, . . . , N ; the latter can easily be constructed thanks to mollifiers. Then, it holds:

min
y∈X

(
c(x,y)− χε(y)

)
≤ min

y∈X

(
c(x,y)− ζε(y)

)
≤ min

y∈X

(
c(x,y)− ψ̃(y)

)
.

On the other hand, the first term in the above left-hand side can be estimated as:

min
y∈X

(
c(x,y)− χε(y)

)
≥ min

(
0, min

i=1,...,N
h∈B(0,ε)

(
c(x, si + h)− ψi

))
= min

(
0, min

i=1,...,N
h∈B(0,ε)

(
c(x− h, si)− ψi

))
≥ min

(
0, min
i=1,...,N

(
c(x, si)− ψi

))
− Lε

= min
y∈X

(
c(x,y)− ψ̃(y)

)
− Lε,

where L is a Lipschitz constant for the cost c(x,y) = |x − y|2 on X ×X, and we have used the particular
difference structure of the latter when passing from the first to the second line. It follows that:

min
y∈X

(
c(x,y)− ψ̃(y)

)
≤ min

y∈X

(
c(x,y)− ζε(y)

)
+ Lε,
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and so, returning to (C.5):∫
X

c(x, Tψ(x)) dµ(x) ≤
∫
X

min
y∈X

(
c(x,y)− ζε(y)

)
dµ(x) +

N∑
i=1

νiψi + Lε

≤
∫
X

min
y∈X

(
c(x,y)− ζε(y)

)
dµ(x) + ν0

1

|D|

∫
X

ζε(y) dy +

N∑
i=1

νiψi + Lε

≤ max (OT-D) + Lε.

Since ε is arbitrary, we may let ε tend to 0 in the above inequality; recalling the weak duality inequality
(C.4), we have thus proved that Tψ is indeed an optimal transport mapping.

The uniqueness of such an optimal transport mapping is a classical fact in optimal transport theory, see
e.g. Th. 1.17 in [107]. This concludes the proof of Theorem 3.1.

Appendix D. Implementation details of the Virtual Element Method

In this section, we describe the practical implementation of the Virtual Element Method for the solution of
the conductivity equation (Cond) and of the linear elasticity system (Elas).

D.1. The case of the conductivity equation

Slipping into the notation of Section 5.2 and closely following [120], we now provide a little details about the

computation of the entries of the local stiffness matrix KE ∈ RnE×nE

defined by

∀i, j = 1, . . . , n, KE
ij = ãE(ζi, ζj),

where the discrete bilinear form ãE(u, v) reads

∀u, v ∈ W(E), ãE(u, v) = aE(πCu, πCv) + s̃E(u− πPu, v − πPv),

and the basis {ζi}i=1,...,nE of W(E) is characterized by (5.10). As discussed in Section 5.2, this formula

induces a decomposition of KE as the sum of two contributions:

KE = PE + S̃E , where PEij := aE(πCζi, πCζj) and S̃Eij = s̃E(ζi − πPζi, ζj − πPζj).

The cornerstone of the calculation of both matrices is therefore the calculation of the matrix Π ∈ R3×nE

of the projection operator πP onto affine functions, expressed in the bases {ζi}i=1,...,nE of W(E) and

{mα}α=1,2,3 of P(E), i.e. the ith column of Π gathers the entries of πPζi in the basis mα:

πPζi(x) =

3∑
α=1

Παimα(x), i = 1, . . . , nE , x ∈ E.

By using the following characterization of πP ,

πPζi = ζi =
1

nE
and aE(πPζi,mα) = aE(ζi,mα), α = 2, 3,

we obtain the identity:

(D.1) G̃Π = B,

where

• The matrix G̃ ∈ R3×3 is defined by:

G̃11 = 1 and G̃12 = G̃13 = 0,

as well as:

G̃α,β =

∫
E

∇mα · ∇mβ dx for α = 2, 3 and β = 1, 2, 3.
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• The matrix B ∈ R3×nE

is given by:

B1i =
1

nE
, and Bαi =

∫
E

∇ζi · ∇mα dx for i = 1, . . . , nE and α = 2, 3.

The entries of B can be calculated in closed form by using the facts that ∇mα is constant on E and
that the basis functions ζi are affine on each edge of ∂E. Indeed, Green’s formula implies that, for
α = 2, 3:

Bα,i =

(∫
E

∇ζi dx

)
· ∇mα =

(∫
∂E

ζin d`

)
· ∇mα =

1

2
|êi|nêi

· ∇mα.

Hence, the system (D.1) features the explicit matrix G̃ and right-hand side B, and it can be solved for
the matrix Π. The practical implementation is further simplified thanks to the introduction of the matrix

D ∈ RnE×3 corresponding to the expression of the polynomials mα, α = 1, 2, 3 in the basis {ζi}i=1,...,nE of

W(E), that is:

mα(x) =

nE∑
i=1

Diαζi(x), x ∈ E.

The coefficients of this matrix read, by definition of the ζi:

Diα = mα(qEi ),

and so

Di1 = 1, , Di2 = qEi,1 − qE1 , and Di3 = qEi,2 − qE2 for i = 1, . . . , nE .

The definitions of the matrices G̃, B and D yield the following relation:

G̃ = BD.

Indeed, elementary calculations lead to:

G̃11 = 1 =

nE∑
i=1

B1iDi1, G̃1β = 0 =

nE∑
i=1

B1iDiβ for β = 2, 3,

and likewise, for α = 2, 3,

G̃αβ =

∫
E

∇mα · ∇mβ dx =

nE∑
i=1

Diβ

∫
E

∇mα · ∇ζi dx =

nE∑
i=1

DiβBαi.

Once the matrix Π is calculated, PE is inferred from the formula:

(D.2) PE = γΠTGΠ, where G is the matrix with entries Gαβ =

∫
E

∇mα · ∇mβ dx, α, β = 1, 2, 3.

Likewise, S̃E is obtained as:

(D.3) S̃E = αE
(

I−DΠ
)T(

I−DΠ
)
, where αE = 1,

and I is the identity matrix with size nE × nE .

Summarizing, the computations of the matrices PE and SE (and thus KE) proceed as follows:

(1) Assemble the matrices B and D;

(2) Calculate G̃ = BD ∈ R3×3;

(3) Compute Π ∈ R3×nE

as the solution to the matrix system

G̃Π = B.

(4) The matrice PE and S̃E are inferred from the formulas (D.2) and (D.3).

Eventually, the entries FEi of the local force vector FE ∈ RnE

are simply approximated as:

FEi =

∫
E

fζi dx ≈ f(qE)

∫
E

ζi dx ≈ f(qE)
|E|
nE

, i = 1, . . . , nE .
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Remark D.1. An important consequence of the above analysis is that the projection πPζ of a function
ζ ∈ WT onto affine functions depends only on the values ζ(qEi ) (i = 1, . . . , nE) of ζ at the vertices of the
considered element E

D.2. The case of the linear elasticity system

The present section deals with the linear elasticity system (Elas). Relying on [18, 57], we briefly describe its
numerical solution by the Virtual Element Method.

As emphasized in Section 5 and Appendix D.1, the most critical operation in this perspective is the

calculation of the local stiffness matrix KE ∈ R2nE×2nE

defined by

∀i, j = 1, . . . , 2nE , KE
ij = ãE(ζi, ζj),

where ãE is given by:

∀u, v ∈ W(E), ãE(u,v) = aE(πCu, πCv) + s̃E(u− πPu,v − πPv),

and the basis functions ζi, i = 1, . . . , 2nE are characterized by (5.14) and (5.15). Again, we decompose KE

as:

KE = PE + S̃E , where PE , S̃E ∈ R2nE×2nE

are the matrices

PEij := aE(πCζi, πCζj) and S̃Eij := s̃E(ζi − πPζi, ζj − πPζj).

Let WC ∈ R2nE×3 be the transpose of the matrix of πC in the bases {ζi}i=1,...,2nE and {cα}α=1,2,3, i.e. the

ith line of WC gathers the coordinates of the projection πCζi over the functions c1, c2, c3 in (5.17):

∀i = 1, . . . , 2nE , πCζi(x) =

3∑
β=1

(WC)iβcβ(x), x ∈ E.

Likewise, let WR ∈ R2nE×3 be the transpose of the matrix of πR in the bases {ζi}i=1,...,2n and {rα}α=1,2,3:

∀i = 1, . . . , 2nE , πRζi(x) =

3∑
β=1

(WR)iβrβ(x).

With these notations, the first block PE ∈ R2nE×2nE

of KE reads,

PEij = aE(πCζi, πCζj) =

3∑
α,β=1

(WC)iα(WC)jβ a
E(cα, cβ),

and so, in matrix form:

(D.4) PE = WCDW
T
C , where D ∈ R3×3 is defined by Dαβ = aE(cα, cβ) =

∫
E

Ae(cα) : e(cβ) dx.

An elementary calculation yields:

D = |E|

 2µ+ λ λ 0
λ 2µ+ λ 0
0 0 4µ

 ,

and we shall detail below how to calculate the matrices WC and WR in practice.

As far as the stabilizing block S̃E of KE is concerned, we need to calculate the matrices PC and PR ∈
R2nE×2nE

of the projections πC : W(E) → W(E) and πR : W(E) → W(E) in the basis {ζi}i=1,...,2nE . To

this end, let us introduce the matrix NC ∈ R2nE×3, whose αth column (α = 1, 2, 3) contains the coordinates
of cα over the basis {ζi}, that is:

∀α = 1, 2, 3, cα(x) =

2nE∑
i=1

(NC)iαζi(x), x ∈ E.
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With these notations, it holds, for j = 1, . . . , 2nE :

πCζj =

3∑
α=1

(WC)jαcα

=

2nE∑
i=1

(
3∑

α=1

(NC)iα(WC)jα

)
ζi

and so, PC ∈ R2nE×2nE

reads:

PC = NCW
T
C .

Likewise, let NR ∈ R2nE×3 be the matrix whose αth column (α = 1, 2, 3) contains the coordinates of rα in
the basis ζi, that is:

∀α = 1, 2, 3, rα(x) =

2nE∑
i=1

(NR)iαζi(x), x ∈ E;

it holds:

(D.5) PR = NRW
T
R .

Finally, the matrix PP ∈ R2nE×2nE

of the projection πP over the space P(E) of affine functions reads:

(D.6) PP = PR + PC .

With these notations, S̃E can be computed via the following formula:

(D.7) SE = αE(I− PP )T (I− PP ),

where I is the 2nE × 2nE identity matrix.
It follows from the formulas (D.4) to (D.7) that the basic ingredients of the practical implementation of

the Virtual Element Method dedicated to the solution of the linear elasticity system (Elas) are the assembly
of the matrices NC , NR,WC ,WR, and the calculation of the coefficient αE ; we now detail these operations.

Assembly of the matrices WC ,WR

For i = 1, . . . , nE , let us introduce the vector ai ∈ R2 defined by

ai =
|êi|
2|E|nêi

,

where we recall the notation nêi
in (5.1).

Let us first consider the matrix WR ∈ R2nE×3; for i = 1, . . . , nE and x ∈ E, we have

πRζ2i−1(x) = ζ2i−1 + 〈ω(ζ2i−1)〉
(
−(x2 − qE2 )

x1 − qE1

)
,

where obviously, ζ2i−1 = 1
nE r1 and a simple calculation shows that:

〈ω(ζ2i−1)〉 = − 1

2|E|

∫
E

∂

∂x2
(ζ2i−1)1 dx

= − 1

2|E|

∫
∂E

(ζ2i−1)1n2 d`

= − 1

4|E| (|ei−1|nei−1 + |ei|nei)2

= − 1

|E|
|êi|
4

(nêi
)2

= −1

2
(ai)2.

Hence, it follows:

πRζ2i−1(x) =
1

nE
r1(x)− 1

2
(ai)2 r3(x).
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A similar calculation yields:

πRζ2i(x) =
1

nE
r2(x) +

1

2
(ai)1 r3(x).

Likewise, considering the entries of WC , we obtain:

πCζ2i−1(x) = (ai)1c1(x) +
1

2
(ai)2 c3(x), and πCζ2i(x) = (ai)2c2(x) +

1

2
(ai)1 c3(x).

Summarizing, the matrices WR and WC read, in the respective bases {rα}α=1,2,3, {ζi}i=1,...,2nE and

{cα}j=1,2,3, {ζi}i=1,...,2nE :

WR =



...
...

...

1
nE 0 − 1

2 (ai)2

0 1
nE

1
2 (ai)1

...
...

...


, and WC =



...
...

...

(ai)1 0 1
2 (ai)2

0 (ai)2
1
2 (ai)1

...
...

...


.

Assembly of the matrices NC , NR

It follows from the definition (5.14) and (5.15) of the functions ζi that:

cα(x) =

nE∑
i=1

(cα(qEi ))1 ζ2i−1(x) +

nE∑
i=1

(cα(qEi ))2 ζ2i(x), x ∈ E.

Hence, a simple calculation based on the explicit form (5.17) of the basis functions cj reveals that:

NC =



...
...

...

(c1(qEi ))1 (c2(qEi ))1 (c3(qEi ))1

(c1(qEi ))2 (c2(qEi ))2 (c3(qEi ))2

...
...

...


=



...
...

...

qEi,1 − qE1 0 qEi,2 − qE2
0 qEi,2 − qE2 qEi,1 − qE1

...
...

...


.

Similarly, the following expression of NR is derived:

NR =



...
...

...

1 0 −qEi,2 − qE2
0 1 qEi,1 − qE1

...
...

...


.

Calculation of αE

As we have mentioned, the coefficient αE is chosen so as to ensure the stability of the method. The idea
consists in taking αE such that the block

{
sE(ck, cl)

}
k,l=1,2,3

, corresponding to the application of the

stabilizing form s̃E to constant strain fields, scale like
{
aE(ck, cl)

}
k,l=1,2,3

, which is exactly the matrix D,

when the mesh T is refined. Hence, we require that s̃E(ck, cl) = αE(NT
CNC)kl be comparable with Dkl,

which motivates the choice

αE =
tr(D)

tr(NT
CNC)

.
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Eventually, let us mention that the approximation of the local force vector FE ∈ R2nE

whose entries equal

FEi =

∫
E

f · ζi dx +

∫
∂E∩ΓN

g · ζi d`, i = 1, . . . , 2nE

is realized in a completely similar fashion as in the case of the conductivity equation, see Appendix D.1.

D.3. Addition of a term of order 0

For the sake of simplicity and without loss of generality, let us return to the setting of the conductivity
equation (Cond) of Section 2.2.1. In multiple applications, starting from the solution of eigenvalue problems
of the form (2.5) (see Section 7.2 for a numerical example), the numerical implementation requires to calculate
the mass matrix MT ∈ RM×M in addition to the stiffness matrix KT in (5.8). This matrix MT is defined
by:

∀k, l = 1, . . . ,M, MT ,kl =

∫
Ω

ϕkϕl dx,

where the basis {ϕk}k=1,...,M of the virtual element space WT is that characterized by (5.6). Arguing as

in Section 5.2.1, MT is assembled from the local contributions ME ∈ RnE×nE

attached to the individual
elements E ∈ T , defined by:

(D.8) ME
ij =

∫
E

ζiζj dx.

To achieve this computation, we introduce the L2 projector π0
P :W(E)→ P(E) over P(E), defined by

∀m ∈ P(E),

∫
E

(π0
Pζ)m dx =

∫
E

ζm dx.

Unfortunately, this operator cannot be expressed in closed form, as the last term in the above right-hand
side cannot be readily computed from the degrees of freedom of the function ζ.

To overcome this issue, we leverage an elegant observation from [1] whereby a slight modification of the
local spaceW(E) in Section 5.2.2, which is completely transparent in the numerical implementation, enables

this computation at no additional cost. Let us first define the larger space W̃(E) of local functions attached
to E by:

W̃(E) =
{
ζ : E → R, ζ is affine on each edge of ∂E, −∆ζ is an affine function on E

}
.

We note that the projection operator πP : W(E) → P(E) introduced in (5.12) can actually be extended

as πP : W̃(E) → P(E); actually, for a given function ζ ∈ W̃(E), the same calculations as in the previous
Appendix D.1 reveal that πPζ can still be calculated from the sole values of ζ at the vertices of E. We now

introduce the subspace Z(E) ⊂ W̃(E) defined by:

(D.9) Z(E) =
{
ζ : E → R, ζ is affine on each edge of ∂E, −∆ζ is affine on E, and

∀m ∈ P(E),

∫
E

ζm dx =

∫
E

(πPζ)m dx
}
.

The key remark about Z(E) is that its elements can be characterized by the exact same degrees of freedom
as those of the space W(E). Before proceeding, let us provide a simple technical fact:

Lemma D.1. The mapping L := π0
P ◦ ∆−1 : P(E) → P(E) is an isomorphism, where ∆ stands for the

Laplace operator on E with homogeneous Dirichlet boundary conditions.

Proof. Since P(E) is a finite-dimensional space, it is enough to prove that L is injective. Let then m ∈ P(E)
be such that Lm = 0, and let q = ∆−1m ∈ H1

0 (E) be the function defined by

∀w ∈ H1
0 (E),

∫
E

∇q · ∇w dx =

∫
E

mw dx.

It follows:

0 =

∫
E

Lmm dx =

∫
E

q m dx =

∫
E

|∇q|2 dx.

Hence, q = 0, and so m = 0, as expected. �
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The result of interest is now the following.

Lemma D.2. For all i = 1, . . . , nE, there exists a unique function ζi ∈ Z(E) such that

(D.10) ζi(q
E
j ) =

{
1 if i = j,
0 otherwise.

Proof. Let i ∈
{

1, . . . , nE
}

be an arbitrary index; we first assume that there exists one function ζ ∈ Z(E)
satisfying (D.10), and we prove that it is necessarily unique. To this end, let m := ∆ζ ∈ P(E), and let us

introduce the unique function ζ̃i ∈ W(E) such that ζ̃i(q
E
j ) = 1 if i = j and 0 otherwise, see Section 5.2.2.

As noted in Remark D.1, the functions πPζ and πP ζ̃i coincide. Then, introducing the basis {mα}α=1,2,3 of

P(E) defined in Section 5.2.2, the difference r = ζ − ζ̃i satisfies:

r = 0 on ∂E, ∆r = m, and for α = 1, 2, 3,

∫
E

rmα dx =

∫
E

ζmα dx−
∫
E

ζ̃imα dx,

=

∫
E

(πPζ − π0
P ζ̃i)mα dx

=

∫
E

(πP ζ̃i − π0
P ζ̃i)mα dx,

where the second line follows from the definition (D.9) of Z(E) and the final line is a consequence of the

equality between πPζ and πP ζ̃i. It follows from this discussion and the previous Lemma D.1 that:

∆ζ = L−1
(
πP ζ̃i − π0

P ζ̃i
)
.

Hence, ζ is the solution to the boundary value problem:{
−∆ζ = −L−1(πP ζ̃i − π0

P ζ̃i) in E,

ζ = ζ̃i on ∂E,

so that the function ζ satisfying (D.10) is necessarily unique.
Conversely, defining ζ by the above formula immediately yields one function ζ ∈ Z(E) satisfying (D.10),

which terminates the proof. �

Let us summarize the foregoing discussion:

• The functions pertaining to W(E) and in Z(E) can both be characterized by their values at the

vertices of E: for any collection of values {vi}i=1,...,nE ∈ RnE

, there exist unique functions w ∈ W(E)

and z ∈ Z(E) such that:

w(qEi ) = vi and z(qEi ) = vi.

Both functions w and z are different, but, as noted in Remark D.1, their projections onto affine
functions coincide:

πPz = πPw.

• By definition, the projectors πP and π0
P coincide on the space Z(E):

∀ζ ∈ Z(E), π0
Pζ = πPζ.

Introducing the basis {ζi}i=1,...,nE of the local space Z(E) defined in Lemma D.2, the local mass matrix

ME expressed in terms of this basis reads as in (D.8). Like in the previous sections, we may approximate
this matrix as:

∀i, j = 1, . . . , nE ME
ij =

∫
E

(π0
Pζi)(π

0
Pζj) dx +

∫
E

(ζi − π0
Pζi)(ζj − π0

Pζj) dx.

Here, the first contribution can be calculated exactly on account of the previous observations; as for the
second one, it can be replaced by a stabilization term, in the same spirit as in Section 5.2.2.
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