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## Historical Overview

- 1931: Gödel publishes his Incompleteness Theorem

Some true mathematical statements are unprovable.

- Are there many such statements?
- Are there natural such statements?
- Why are they unprovable?
- 1974: Chaitin proposes his "heuristic principle"

The theorems of a finitely-specified theory cannot be significantly more complex than the theory itself.

- 2005: Calude and Jürgensen prove the "heuristic principle"
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For $i \geq 2$,

- $X_{i}$ : alphabet with $i$ elements
- $X_{i}^{*}$ : set of finite strings on $X_{i}$, including the empty string $\lambda$
- $|w|_{i}$ : length of $w$
- Gödel numbering for the language $L$ : computable one-to-one function $g: L \rightarrow X_{2}^{*}$
- $G$ : set of all the Gödel numberings
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## Self-delimiting Turing Machines

- Prefix-free set: $u \in S$ implies that $u v \notin S(v \neq \lambda)$
- $\mathrm{PROG}_{T}=\left\{x \in X_{i}^{*}: T(x) \downarrow\right\}$
- Self-delimiting Turing Machine: $P R O G_{T}$ is prefix-free
- Kraft's inequality: for a prefix-free set $S$, note $r_{k}=\operatorname{card}\left\{x \in S:|x|_{i}=k\right\}$. Then

$$
\sum_{k=1}^{\infty} r_{k} \cdot i^{-k} \leq 1
$$

## Kraft-Chaitin Theorem

Let $\left(n_{k}\right)_{k \in \mathbb{N}}$ be a computable sequence of non-negative integers such that

$$
\sum_{k=1}^{\infty} i^{-n_{k}} \leq 1
$$

Then we can effectively construct a prefix-free sequence of strings $\left(w_{k}\right)_{k \in \mathbb{N}}$ such that for each $k \geq 1,\left|w_{k}\right|_{i}=n_{k}$.
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## Invariance Theorem

There exists a universal machine $U_{i}$ such that for every $T$, there exists $c$ such that

$$
H_{i, U_{i}}(x) \leq H_{i, T}(x)+c
$$

$$
H_{i} \triangleq H_{i, U_{i}}
$$

## Definition

 $x^{*}$ is the lexicographically first string of length $H_{i}(x)$ such that $U_{i}\left(x^{*}\right)=x$.
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$$
\delta_{g}(u)=H_{2}(g(u))-\left\lceil\log _{2}(i) \cdot|x|_{i}\right\rceil \text {, }
$$

where $g$ is a Gödel numbering.
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- With the same constant $c$ as in the theorem, it holds that
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- For every $g$ and $g^{\prime}$, there exists a constant $d$ such that

$$
\left|H_{2}(g(u))-H_{2}\left(g^{\prime}(u)\right)\right| \leq d \text { and }\left|\delta_{g}(u)-\delta_{g^{\prime}}(u)\right| \leq d+1 .
$$
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$$
\log _{2}(i) \cdot H_{i}(u) \leq H_{2}(g(u))+c_{2}
$$

- $m_{w} \triangleq\left\lceil\log _{i}(2) \cdot|w|_{2}\right\rceil$

$$
\sum_{w \in \text { PROG }_{U_{2}}} i^{-m_{w}} \leq \sum_{w \in P_{R O G} G_{U_{2}}} 2^{-|w|_{2}} \leq 1
$$

- By Kraft-Chaitin Theorem, we can construct $\left\{t_{w} \in X_{i}^{*}: w \in P R O G_{U_{2}},\left|t_{w}\right|_{i}=m_{w}\right\}$, prefix-free and c.e.
- We define a machine $D$ such that $D\left(t_{w}\right)=u$ if $U_{2}(w)=g(u)$ (possible because $g$ is $1-1$ ).
- If $U_{2}(w)=g(u)$,

$$
H_{D}(u) \leq\left\lceil\log _{i}(2) \cdot|w|_{2}\right\rceil \leq \log _{i}(2) \cdot|w|_{2}+1 \leq \log _{i}(2) \cdot H_{2}(g(u))+d
$$
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## Proposition

The program-size complexity is not an acceptable complexity measure.
(i) $X \operatorname{card}\left\{x \in X_{i}^{*}: H_{2}(g(x)) \leq N\right\} \leq 2^{N}$
(ii) $\sqrt{ } \quad\left\{x \in X_{i}^{*}:|x|_{i}=n, H_{2}(g(x)) \leq N\right\}=\emptyset$ for large enough $n$
(iii) $\sqrt{ }$ Already seen as a corollary.
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- Independence of the three conditions in the definition.
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$$
\begin{aligned}
& \hat{\rho}_{i}^{2}(x, y)= \begin{cases}x /\left\lceil\log _{i} y\right\rceil, & \text { if } y>1, \\
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Invariance of the both measures

Lemma

$$
\left|\rho_{g}^{1}(u)-\log _{2}(i) \cdot \rho_{i}^{1}(u)\right| \leq c_{1}
$$

Lemma

$$
\left|\rho_{g}^{2}(u)-\log _{2}(i) \cdot \rho_{i}^{2}(u)\right| \leq c_{2}
$$

- We can use the results about $\delta_{g}$.
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## Proposition

(i) $X$ See below.
(ii) $\sqrt{ }$ Long proof (via Kraft-Chaitin Theorem).
(iii) $\sqrt{ } \quad$ Cf previous slide.

- If (i) holds, card $\{x \in \mathcal{T}:|x|=n\} \leq \alpha \cdot n^{\beta \cdot N_{\mathcal{F}}}$.
- There is an exponential number of provable formulae like

$$
\forall x_{1} \exists x_{2} \exists x_{3} \ldots \forall x_{k} \bigwedge_{l=1}^{k}\left(x_{l}=x_{l}\right)
$$
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If $H_{2}(g(x))=H_{2}\left(g^{\prime}(x)\right)$ hold for all but finitely many $x \in X_{i}^{*}$.

- $\rho_{g}(x)=\hat{\rho}_{i}\left(H_{2}(g(x)),|x|_{i}\right)=\hat{\rho}_{i}\left(H_{2}\left(g^{\prime}(x)\right),|x|_{i}\right)=\rho_{g^{\prime}}(x)$
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- For all $x \in X_{i}^{*},\left|\rho_{g}(x)-\rho_{g^{\prime}}(x)\right| \leq c$
- $\rho$ satisfy (iii).
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## Proof of the independence (2)

If $H_{2}(g(x)) \neq H_{2}\left(g^{\prime}(x)\right)$ hold for infinitely many $x \in X_{i}^{*}\left(^{*}\right)$.

- Define $\rho_{g}$ by $x \mapsto \delta_{g}(x)^{2}$.
(i) $\sqrt{ } \delta_{g}(x)<N_{\mathcal{F}} \Longrightarrow \rho_{g}(x)<N_{\mathcal{F}}^{2}$.
(ii) $\sqrt{ } \leq \lim _{n \rightarrow \infty} i^{-n} \cdot \operatorname{card}\left\{x \in X_{i}^{*}:|x|_{i}=n\right.$ and $\left.\delta_{g}(x) \leq \sqrt{N}\right\}=0$
(iii) $X$ Else, $\left({ }^{*}\right)$ is false.
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- $\rho^{1}$ satisfies (i) and (iii) but not (ii).
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## Proposition

Suppose that $\rho_{\mathrm{g}}$ is acceptable. Then so is $\alpha \cdot \rho_{\mathrm{g}}+\beta, \alpha, \beta \in \mathbb{Q}, \alpha>0$.

Linear variations of the program-size complexity

## Proposition

Let $\hat{\rho}_{i}: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{Q}$ be a computable function, linear in both variables. If it defines an acceptable complexity measure, then
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\hat{\rho}_{i}(x, y)=a \cdot\left(x-\varepsilon \cdot\left\lceil\log _{2}(i) \cdot y\right\rceil\right)+b,
$$

where $1 / 2 \leq \varepsilon \leq 1$.
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Linear variations of the program-size complexity

## Proposition

Let $\hat{\rho}_{i}: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{Q}$ be a computable function, linear in both variables. If it defines an acceptable complexity measure, then

$$
\hat{\rho}_{i}(x, y)=x-\varepsilon \cdot\left\lceil\log _{2}(i) \cdot y\right\rceil,
$$

where $1 / 2 \leq \varepsilon \leq 1$.

- If $\varepsilon>1$, then (ii) is not verified.
- If $\varepsilon<1 / 2$, then (i) is not verified.
- Between $1 / 2$ and 1 , your ideas are welcome!
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## Multiplicative variations of the program-size complexity

## Proposition

Let $\rho_{g}(x)=H_{2}(g(x)) / f\left(|x|_{i}\right)$ where $f$ is computable. Then $\rho_{g}$ is not acceptable.

- We suppose that $\rho_{g}$ satisfies (i), and prove that it does not satisfy (ii).
- $2^{c \cdot n} \leq \operatorname{card}\left\{x \in \mathcal{T}:|x|_{i}=n\right\} \leq 2^{N_{\mathcal{F}} \cdot f(n)}$
- $c \cdot n \leq N_{\mathcal{F}} \cdot f(n)$
- $\left\{x \in X_{i}^{*}:|x|_{i}=n\right.$ and $\left.\rho_{g}(x) \leq N_{\mathcal{F}}\right\}=X_{i}^{n}$


## Multiplicative variations of the program-size complexity
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Let $\rho_{g}(x)=H_{2}(g(x)) / f\left(|x|_{i}\right)$ where $f$ is computable. Then $\rho_{g}$ is not acceptable.

- We suppose that $\rho_{g}$ satisfies (i), and prove that it does not satisfy (ii).
- $2^{c \cdot n} \leq \operatorname{card}\left\{x \in \mathcal{T}:|x|_{i}=n\right\} \leq 2^{N_{\mathcal{F}} \cdot f(n)}$
- $c \cdot n \leq N_{\mathcal{F}} \cdot f(n)$
- $\left\{x \in X_{i}^{*}:|x|_{i}=n\right.$ and $\left.\rho_{g}(x) \leq N_{\mathcal{F}}\right\}=X_{i}^{n}$
- (ii) is not verified.
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## Summary of the work

- Studying the results about $\delta_{g}$
- Some corrections
- Key elements in the proofs
- Proposition of a general definition of acceptable complexity measure of theorems
- Studying those acceptable measures to find other ones (in progress)


